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Preface

Macroeconomic analysis is a potent tool for stimulating strong economic growth
and sustainable development. It generates insights into understanding the intrica-
cies of national and global economic trends and issues that arise from the policy
choices of governments. The core principles of macroeconomics are about activities
that determine the performance of the economy based on the intricate interaction
of variables relating to the components of the economic system. Economic growth
is about relationships among such factors as competitive behaviour and equilib-
rium dynamics, diminishing returns and the accumulation of physical and human
capital, the interplay between per capita income and the population growth rate,
and the effects of technological progress on the capabilities of factors of production
in the discovery of new goods and methods of production.

The relationship between production and consumption is the bedrock upon which
all other factors revolve in driving economic growth. Hence, macroeconomic policies
for generating growth require effective coordination of production and consump-
tion, the intensity of which leads to discoveries of more sophisticated methods of
production through which technological progress occur to accelerate economic
growth. Technological progress enhances the productivity of factors of production
thereby increasing the absorptive capacity of the economy. Through inter-sectoral
linkages and response to incentives, sectors of the economy expand production by
mutually self-perpetuating processes to create opportunities for economies of scale
that translate into the lower per-unit cost of production.

Effective governance, resource endowments, and demography are critical factors that
need to be properly harnessed along with sound economic principles to underpin
strong economic growth. The efficacy of regulatory framework to create enabling
conditions for nurturing and bolstering robust value-adding production structures
anchored on appropriate macroeconomic management are the fundamental building
blocks of strong economic growth. In accordance with these essential principles that
elucidate the essence of macroeconomics in achieving strong economic growth, this
book brings together a collection of chapters by experts in the field. Macroeconomic
Analysis for Economic Growth examines different aspects of macroeconomics that
are germane to achieving strong economic growth.

Section 1, “Macroeconomics of Economic Growth,” begins with an introductory
chapter that discusses the analytical convergence of various economic growth
models with macroeconomic policy insights emanating from them. Chapter 2
presents an investigation into the key factors behind the impressive growth of the
Ugandan economy, revealing that government consumption and investment have
been crucial determinants of the strong growth trajectory overshadowing such
drawback variables as inflation, foreign aid, and structural adjustment disruptions.
Chapter 3 is an empirical evaluation of the theory of life-cycle hypothesis in Tunisia
based on the uncertainties that becloud the ageing population with inadequate
savings amid employment challenges, concluding that without employment the
life-cycle expectation is untenable. Chapter 4 argues that instead of foreign direct
investment (FDI), Sub-Saharan African (SSA) countries are facing the challenge of



foreign direct divestment (FDD), both of which are determined by similar factors
such as lending rates, urbanisation, and trade openness. Chapter 5 discusses the use
of taxation as a tool for reducing inequality, which is crucial for improving welfare
through redistribution and ensuring that more people benefit from the proceeds of
economic growth.

Section 2, “Labour Market and Employment,” begins with Chapter 6, which explains
the dynamics of the labour market in terms of the supply of labour by workers and
the demand for labour by firms. It illustrates the backwards-bending nature of

the labour supply curve and the downward-sloping nature of the labour demand
curve with the equilibrium in a perfectly competitive labour market, concluding
with policy recommendations for achieving favourable labour market equilibrium.
Chapter 7 discusses the possible occurrence of involuntary unemployment in the
overlapping generations model of economic growth, concluding that aggregate
demand failures with sticky prices tend to weaken investments. Chapter 8 discusses
the implication of the relatively low rate of the youth unemployment rate, which is
higher among females compared to males, in the Gulf Cooperation Council (GCC)
countries. It reveals that the gender disparity in youth unemployment is caused

by policies that reflect the social and cultural realities of the GCC countries and
concludes that linking pay to productivity is likely to reduce the total and female
youth unemployment rates.

Section 3, “The Financial System and Macroeconomic Performance,” begins

with Chapter 9, which examines anatomized financial markets and the pattern

of financial capital flows into developing and developed countries in mobilizing
domestic savings and attracting foreign investments to finance development
activities. Chapter 10 reports the findings from an investigation of factors underly-
ing banking fragility in Turkey and reveals that asset growth, capital adequacy
ratio, financing-to-total deposits ratio, return on asset, and cost-to-income ratio
are significant banking-level indicators of the banking fragility of participation
banks in Turkey. Chapter 11 reports the outcome of an evaluation of the impact of
innovative monetary policies on exchange rate volatility in Nigeria and shows that
the implementation of managed exchange rate instruments has the desired effect of
moderating exchange rate volatility, leading to inflationary spikes in the Nigerian
economy. Chapter 12 examines the asymmetric relationship between exchange rate
volatility and macroeconomic performance in Nigeria between 1986 and 2019 and
shows that exchange rate volatility exhibited a significant effect on the inflation
rate. The chapter authors recommend that monetary policy should focus on
regulating the exchange rate to control the general price level in the economy.

The topics, issues, and findings that make up the twelve chapters of this book
provide insights to guide macroeconomic policy formulation implementation to
stimulate and drive strong economic growth. Even though all the chapters are
relevant to all economies at various stages of development, some are more relevant
to economies at certain specific stages.

Musa Jega Ibrahim
Islamic Development Bank,
Jeddah, Saudi Arabia
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Chapter1

Introductory Chapter:
Macroeconomic Policy
Perspectives of Economic Growth

Musa Jega Ibrahim

1. Introduction

Macroeconomic policy formulation and implementation are crucial for
creating the enabling environment for wide-ranging economic activities to
drive economic growth, which manifests into increase in the outputs of major
sectors of an economy. A multiple sector positive performance is essential for
the growth of the overall economy, but a sector of the economy that attracts
large spectrum of economic activities can stimulate the productivity of other
sectors to achieve strong sustainable growth of the economy. It is assumed that
if an economy is not achieving high growth as expected, it is due to market
imperfections, likely coming from economic distortions that emanate from
such sources as government tax policies, human capital externalities and infor-
mation spill overs. The distortions prevent the best use of economic resources
(i.e., efficiency) by hindering the free flow of economic activities, thus the
economy performs at levels far below its potential.

Based on the balanced growth path principles of the standard growth analysis,
which assumes that economic growth on balanced path is equal to the rate of asset
accumulation, growth is a function of the difference between the expected returns
to asset accumulation and the opportunity cost of investing those assets from
the perspective of private economic agents. Low growth rate is due to low social
returns or high cost of capital (investment) or both. Increase in private investment
leads to increase in capital accumulation to stimulate growth of the economy.
Therefore, holding all things constant, economies with high level of private
investments tend to achieve high growth and vice versa, but distortions could lead
to high cost to discourage investments, thereby stifling growth even with high
investments.

Different economies have peculiar conditions and therefore likely to have
different critical growth determinants and constraints even though certain factors
such as property rights, the rule of law, market-oriented incentives, sound money
and sustainable public finance are universally applicable to all economies. The
purpose of this introductory chapter is to generate insights into salient issues from
standard economic growth analysis to develop macroeconomic policy perspectives
therefrom. In subsequent sections, the convergence of standard growth analysis is
presented, followed by macroeconomic policy implications and completing with a
section on summary and conclusions.

3 IntechOpen
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2. Convergence of standard economic growth analysis

Economic growth analysis illuminates the essence of the effective use of factors
of production as the mechanism for attaining economic growth. A given level of
natural resource requires the use of labour, capital and the ‘effectiveness of labour’
(technology) to spring up a production process. The imperative of household con-
sumption is the main activity, which is a veritable source of demand that facilitates
production. In turn, the household is the source of labour input for production
activities that leads to output of goods and services.

Through persistent production activities to meet growing demand, endogenous
process of ‘learning-by-doing’ facilitates technological progress to underpin strong
and sustainable growth of the economy. In the context of classical theory with
exogenous technology effect, the economy convergences towards a balanced growth
path, implying that the rate of growth cannot be influenced by the activities within
the economy. Consumers’ preferences, production processes and policy changes
within the economy cannot influence the growth rate of the economy with capital,
output and consumption per unit of effective labour being constant.

The economy grows through the effective use value-adding capabilities of
factors of production to adapt to the effect of existing technology. Based on
assumption of constant saving rate, the capital stock does not exceed its golden
rule level, such that even if shocks occur, it will eventually adjust to the golden rule
value. However, it is difficult to determine a desirable level of saving rate due to the
notion that it will be inefficient for the saving rate to exceed the golden-rule level
forever because higher quantities of per capita consumption could be attained at all
points in time by reducing the saving rate (see, for instance, [1]). The neoclassical
growth analysis tends to either suggest the same growth rate for all economies or
that growth rates are determined by unexplained factors, but experience has shown
that different economies have maintained different per capita growth rates over a
long period of time.

Transitional growth rates will differ among economies based on differences
in the ratios of capital to effective labour. The assertion of convergence principle
implies that if all economies have the same parameters for taste, technology and
population growth rate, then they should have the same steady-state level of per
capita income. Accordingly, low-income economies will grow more rapidly than
high-income economies, and per capita income levels of different economies will
converge to a common level." Economies with lower ratios of capital to effective
labour relative to the steady-state values will grow faster. Variation in countries’
growth rates is as result of variations in distances from steady state and by the
rate of decrease of returns to capital. As a country approaches steady-state level of
capital per unit of effective labour, diminishing returns to investment will cause a
decline in growth rate.

Dowrick and Rogers [3], argued in line with Bernard and Jones [4], that technol-
ogy transfer and catch-up race among economies could be adduced as explanation
for the convergence prediction of the neoclassical models. However, this logic is
overshadowed by differences in human capital, external benefits of human capital
and capital market imperfections, which renders the prediction of catch-up and a
convergence of all economies on a steady-state growth path untenable. Economies

! This convergence principle is based on a condition of equal parameters, which does not exist ipso
facto; hence it is more appropriately termed conditional convergence. McCallum [2] provides a technical
and detailed analysis of this convergence condition, further stressing that average growth rates among
countries tend to be positively correlated with shares of total income devoted to investment, rather than
consumption as espoused by the neoclassical models.

1
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with inherent demand and supply distortions tend to stultify growth in a sustained
manner and lead to a cyclical trend of slow growth of such economies. In an empiri-
cal cross-country study, Salai-Martin et al. [5] discovered, among several variables
tested, that the ones that are significantly related to economic growth are human
capital development, average price of investment goods, the initial level of per
capita GDP and fraction of GDP in mining.

In endogenous growth analysis, the arbitrary assumption of constant returns
with respect to the producible inputs reflects a “knife-edge” character in that slight
increasing returns would lead to explosive growth and a slight decreasing return
leads to shrinking growth. Both the capital accumulation and the technological
progress models subscribe to this knife-edge principle. According to Groth and
Schou [6], this is an indication that the models are not amenable to endogenous
variables and as such lack robustness. In the absence of population growth, the
strictly endogenous models transform into instability problems which give credence
to the weakly endogenous growth or semi-endogenous growth in terms of growth in
per capita consumption in the long run at a constant positive rate. In strict endog-
enous context, even without any exogenous technological change and discounting
increasing returns and population growth, a stable positive per capita growth and
constant growth rate of per capita consumption will occur in the long run.

The attainment of never-ending growth requires never-ending increase in
human capital, but human capital is not monolithic, since human skills are peculiar
and cannot be automatically transferred to succeeding generations. The assumption
of scale effect is therefore mundane, without a discernible analysis of human capital
and stock of knowledge that is owned by society in general. Knowledge in use, not
human capital per se, can provide a basis for never-ending growth through incen-
tives for Research and Development (R&D) and spill over effects that lead to chain
of innovations over time in quality and variety. Li [7], in consonance with Jones
[8], argued that the possibility of inter-R&D knowledge spill overs leads to semi-
endogenous growth where technological change, which requires real resources,
is endogenous while long-run growth is exogenous as in the neoclassical models,
which weakens the impact of scale effects.

Natural resources have a double-edge effect on economic growth, the intensity
of utilisation of such resources increases total output of the economy but also leads
to higher depletion rate of such resources. Given that natural resources are essential
in production, growth rate can be constant only through mechanism for maintain-
ing constant level of output. A combination of Hartwick rule of investing the rents
derived from efficient extraction, the Hotelling’s rule of efficient intertemporal
resource extraction and the acquisition of backstop technology has been empha-
sised as means by which adverse effects of resource depletion can be alleviated.

The principle of maximising the utilitarian social utility is a basis for obtaining
optimal resource utilisation. The backbone of these expositions is the constant
returns to scale assumption relative to technology, which brings the analysis close to
endogenous growth models.> According to Groth and Schou [6], a one-sector model
including non-renewable resource as production inputs does not generate endog-
enous growth because the strain of extracting successfully smaller amounts of the
resource can offset the impact of increasing returns to producible inputs to lead to
instability.

According to the ‘leading sector’ strategy of economic growth [9], a sector
with intrinsic potential for large-scale economic activities but strangulated by

2 Allyn Young conceives economic growth based on increasing returns to scale and cumulative causation
that leads to self-sustaining growth due to market size which provides opportunities and incentives for

innovation.
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institutional and related policies can be liberated to spring up and stimulate strong
economic growth. In this context, it is more effective to increase overall growth of
the economy in terms of output and employment by removing barriers or provide
incentives to investment in sectors in which there is a large but latent demand that
can be exploited, so that an increase in investment and consequent output can

find a market without resulting in distortions in prices and incomes in the sector.
Without removing this barrier, standard growth policies such as propping aggregate
demand, spontaneous innovations, cost reductions, tax incentives or direct govern-
ment investment in general would be less effective. Two main characteristics of

a ‘lead sector’ are the existence of latent demand, the size of which must be large
enough to have significant impact on the whole economy if it is actualised; and sec-
ondly, an increase in the sector’s growth can be exogenous and occur independently
of the current overall rate of growth of the economy.

The existence of industrial production, on the one hand, and demand for the
products of the industries, on the other hand, create opportunities for market
expansion, competition and specialisation. Through a favourable ‘forward linkage’
effect, an endogenous self-perpetuating process of growth emerges and feeds on
it almost automatically. By the prompting of internal and external economies of
scale, the process of industrial production evolves into higher and more sophisti-
cated levels of production, giving rise to further specialisation, new products and
quality improvements, leading to technological acquisition and economic growth.
Adaptation to a growing market, widened by international trade, stimulates indus-
trial production and provides additional impetus to the attainment of strong and
sustainable economic growth.

Inter-industry linkages facilitate economic growth by increasing the absorptive
capacity of industries through interdependence for goods and services produced
by the cluster of existing industries. As each producing sector uses a given level of
inputs to produce, it creates demand for products of other sectors. The interdepen-
dence of sectors of the economy leads to expansion in production due to increasing
demand for goods and services by all sectors. The intensity of this interdependence
generates high level of learning by doing, motivates innovation and R&D activities
to lead to positive technological change to underpin strong and sustainable growth
of the economy.

3. Macroeconomic policy implications

The most significant deduction from economic growth analysis is the con-
vergence of the role of technology as the catalyst for economic growth through
facilitating relationship between production and consumption. Production is meant
to provide for consumption, which originates from the urge of the household to
consume to attain welfare. Since utility is a function of quantity and quality, the
motivation to improve on the variety (quantity and quality) of consumption leads
to discoveries of more sophisticated methods of production. A co-ordinated insti-
tutional motivation for effective utilisation of resources is therefore a fundamental
condition for generating strong and sustainable growth path. This implies that, in
a situation where consumption is not significantly linked to the process of produc-
tion, technological progress will be undermined and economic growth, measured
by increase in per capita output induced by the enhanced value-adding capabilities
of factors of production (technology), will be weak.

For natural resource abundant economies, temptation for rent seeking could
facilitate complacent consumption to the detriment of production, thereby crip-
pling value-adding capability of factors of production. The absence of ‘backward
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and forward linkages’ and learning-by-doing effects will result into socially inef-
ficient economic structure to adversely affect the growth prospects of the economy.
A strategy that ensures optimal utilisation of resources requires providing incen-
tives for investments that makes use of natural resources as intermediate goods

to be transformed into finished goods through manufacturing production and
inter-industry linkages. Rents from natural resource extraction need to be deployed
to build requisite institutional and infrastructure that create opportunities for
value-adding production investments. This process will enhance the value-adding
capabilities of factors of production, facilitate learning-by-doing complemented by
R&D and lead to technological progress that will underpin strong and sustainable
growth of the economy.

As the pivotal role of government is crucial in the implementation of appropriate
macroeconomic policies in terms of fiscal and monetary policies as well as other
aspects of governance, public expenditure pattern needs to align with allocation
priority and efficiency of implementating projects and programmes. Production
activities in sectors of the economy take place effectively under enabling conditions
such as infrastructure and the rule of law that guarantees property rights (patents
and copy right laws) along with robust human capital. These are the core pillars that
propel economic activities to drive strong economic growth as they are essential to
both firms (businesses) and households. However, their non-excludability charac-
ter, on the one hand, and the competitive profit-making objectives of firms, on the
other, prevent firms from engaging in the provision of these services.

Furthermore, given the significant relationship between consumption and pro-
duction and input-output mechanism needed to drive this relationship, an effective
coordination is necessary to generate expansionary economic activities, which is by
default expected from the government in accordance with its non-profit and welfare
responsibility. Thus, without the ability of government to perform its welfare and
coordination functions, all the building blocks of economic growth analysis (‘effec-
tiveness of labour), capital, technological change, R&D, etc.) will not be able to
contribute adequately to value-adding production activities. Furthermore, natural
resource sectors, which are the roots of economic activities, require legal and insti-
tutional framework of operations, and this can only be provided by government
institutions. Effective governance, through the proper functioning of institutions
and the implementation of robust policies, is therefore a crucial prerequisite to the
attainment of economic growth.

Two significant interrelated issues arise. One is that the assumption of a respon-
sible government appreciating its crucial role and discharging its functions in
accordance with perfect objectivity and rationality may be untenable. Secondly, the
possibility of trade-off between the implementation of economic growth enhancing
policies on the one hand and the social welfare and intergenerational equity policies
on the other give rise to difficult policy choices. A properly balanced combination of
the equity-economic growth policy implementation then becomes the fundamental
challenge of governance.

A robust macroeconomic policy framework is critical to the size of policy mul-
tipliers. However, as modern economies are connected to global economic trends,
the most effective strategy is to implement market-oriented policies with indirect
government participation to align fiscal policies. It is important to formulate a mac-
roeconomic framework that is contingent upon the core pillars of economic growth
with strong institutional arrangements to ensure sustainability. This implies the
need to establish a strong fiscal system with public expenditure pattern that invests
significantly in human capital development and economic infrastructure while
ensuring that core governance issues such as rule of law and property rights are
adequately enforced. Economic growth will emanate from strategic macroeconomic
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policies that provide incentives for investments in key sectors of the economy to
expand manufacturing value-added production activities by removing institutional
bottlenecks to supply responses and expand the demand for goods and services
from the strategic sectors of the economy.

4. Summary and conclusions

The fundamental convergence of various strand of economic growth analysis is
that technological progress is the critical factor for achieving strong and sustainable
growth of the economy. However, economic growth process is hinged on strong
relationship between consumption and production driven by effectiveness of
factors of production. Sectoral interdependence based on input-output principles is
vital for expanding economic activities to enhance the capability of factors of pro-
duction that could lead to technological progress through application and adapta-
tion to exogenous technology that is amplified by endogenous technological change
made possible by ‘learning-by-doing’ and further enhanced by R&D activities.

Production activities by all sectors of the economy are possible only if basic
infrastructures and the rule of law that guarantees property rights (patents and
copy right laws) are in existence. In addition, human capital formation, which is the
bedrock upon which all aspects of economic growth processes are hinged, requires
to be nurtured by services that are provided by non-profit-making principles.
Effective governance in the performance of welfare and coordination functions,
through the proper functioning of institutions and the implementation of robust
policies, is a fundamental enabling condition for robust economic activities to
enhance the effectiveness of factors of production (labour, capital, land) for
technological progress to occur for a strong and sustainable growth of the economy
to be achieved.

Inter-industry linkages are essential for achieving economic growth through
facilitation absorptive capacity of industries through interdependence for goods
and services produced by the cluster of existing industries. The intensity of this
interdependence generates high level of learning by doing, prompts the need for
innovation, which leads to R&D activities and positive technological change occurs
to accelerate economic growth.

It follows therefore that, in general, macroeconomic policies for achieving
strong and sustainable growth need to focus on value-adding investments that
could expand economic activities to develop a strong household sector to emerge
as a source of demand for goods and services on the one hand and source of quality
labour input on the other hand to facilitate inter-industry linkages. It is crucial to
develop robust manufacturing value-added sector as the core of economic growth
strategy to take advantage of high value-adding and inter-industry linkages poten-
tial of manufacturing activities to drive strong economic growth.

In conclusion, it is fundamental to implement far-reaching policies for achieving
inter-generational equity by investing significantly in social and economic services
such as education and health anchored on sound and efficient macroeconomic
management.
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Chapter 2

Determinants of Economic
Growth: An Empirical Evaluation
of the Ugandan Economy

Richard Sendsi, John Bbale Mayanja and Enock Nyorekwa

Abstract

This paper investigated the determinants of economic growth in Uganda for the
period 1982-2015 using the autoregressive distributed lag (ARDL) mode. The paper
was motivated by the impressive economic performance of Uganda since 1986 that
made her graduate from a “failed state” to a “mature reformer” in a short time. The
paper established that while the initial level of GDP growth, government consumption
and investment positively affected Uganda’s economic growth in the short run, infla-
tion, foreign aid and a policy dummy variable representing structural adjustment
programmes negatively impacted GDP growth. The results revealed that in the long
run, trade openness, population growth, government consumption and investment
positively influenced GDP growth in Uganda. The results failed to show a significant
relationship between trade openness, population growth and human capital accumu-
lation and economic growth in the short run. The study also failed to show a significant
relationship between inflation, human capital and foreign aid and economic growth in
the long run. The paper recommends policies that enhances sound macroeconomic
fundamentals such as price stability, investment promotion, trade openness, increased
government consumption, increased population growth and effective foreign aid.

Keywords: Uganda, Economic growth, Auto Regressive Distribute Lag Model

1. Introduction

“Once one starts to think about the human welfare consequences of economic
growth, it is hard to think about anything else” [1]. Economic growth is the basis for
increased prosperity, and its importance cannot be overstated. Barro and Sala-i-
Martin [2] argue that continuous and sustained economic growth is important for
improving the welfare of individuals and that aggregate growth is probably the single
most important factor affecting individual levels of income. Due to the importance of
economic growth, attainment of high economic growth rates is a major national
objective of any country. It is, however, puzzling and at the same time worrisome
that the riches of the world are so unequally shared among countries [3].

Over the years, growth performance has varied notably across regions and coun-
tries. In some economies, it has experienced major shifts over time. A few developing
countries have experienced rapid growth yet some other countries have grown at
only a stagnant rate. This discrepancy in economic growth among numerous coun-
tries and the dynamics of growth have become provocative research targets. The
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main questions are why some countries are rich while others are poor, and what
determines the rate of growth? Rosa notes that it seems certain that there is no all-
encompassing theory of economic growth, but different sources of economic growth
can be observed to be relevant for different stages of economic development.

Several reasons have been provided that explain the differences, key among
them being the fact that initial conditions differ greatly. Isaksson [4] asserts that
some, if not many, of the differences in income per capita are human-created. He
asserts that how a society and its production are organized can significantly explain
the observed income divergence since the industrial revolution.

In the case of Uganda, the last five decades have been difficult in terms of overall
economic growth and stability, let alone the first eight years after independence and
the last three decades, when episodes of high yet unstable economic growth
occurred, especially from the late 1980s to the late 2000s. Economic growth was
impressive for the first eight years after independence, but by 1986, the economy
had descended into a deep recession owing to poor governance from the early 1970s
to that time. Since 1986, the country has undergone a major transformation from a
“failed state” to one of the fastest-growing economies in the world. As early as 1993,
Uganda started implementing structural adjustment programmes (SAPS) and other
economic policies and programmes such as; economic recovery programme (ERP),
medium-term expenditure framework, Plan for Modernization of Agriculture
(PMA), and Poverty Eradication Action Plan (PEAP), among others all aimed at
poverty reduction and attaining higher levels of economic growth in Uganda. The
reforms ushered in relatively high economic growth rates based on incentives for
private production. Between 1990 and 2010, GDP growth averaged 7.3 percent per
annum, placing Uganda among the fastest-growing economies in the world and
creating momentum for take-off. This growth was higher than the Sub-Saharan
African growth rate, which averaged approximately 2.1 and was close to that of the
East Asian and Pacific region of 7.9 and 6.6 percent, respectively.

To consolidate and accelerate this growth process, the Ugandan government
approved the Comprehensive National Development Planning Framework Policy in
2007 which provided the developmental agenda for a 30-year vision to be
implemented through three 10-year plans and six 5-year national development plans
(NDPs), among other operational plans. However, data shows that Uganda’s growth
has been mostly unstable; it has been described as unsustainable because it has been
sustained partly by significant aid inflows and only a few tradable commodities, such
as coffee, flowers and fish. The government of Uganda, like many other governments
elsewhere continues to target improving GDP growth. The key to achieving this
improvement has been the careful development and implementation of policies and
programmes to improve capital stock, labour stock, price stability and productivity
and competitiveness as major drivers of economic growth [5].

Uganda has set its Vision 2040 as a guiding framework for transforming the
country from “a peasant to a modern and prosperous country with a per capita income
of USD 9,500 from the base figure of USD 506 in the year 2010 by the year 2040”. For
the country to achieve this transformation, Uganda Vision 2040 projects that Uganda’s
real GDP will have to grow at an average of 8.2 percent, while the IMF forecasts
approximately 9 percent growth rate as necessary for the remaining period. However,
the achievement of Vision 2040 has been threatened not only by lower-than-targeted
rates of annual GDP growth since the inception of the vision but also by a recent slump
from the average GDP growth rate of approximately 6.8 percent that was posted in the
last half of the 2000s to an average of 4.6 percent between 2010 and 2015.

To achieve the Vision, understanding the determinants of past growth, remov-
ing the constraints on present growth and maximizing the prospects for future
growth are key. It is important to note that inferring the determinants of growth
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faces considerable uncertainty due to the existence of multiple overlapping theories
that emphasize different channels of growth over time. Therefore, this paper aims
at providing more robust and targeted policy interventions to generate higher and
more sustainable economic growth by examining the determinants of economic
growth in Uganda using the ARDL frameworks.

2. A review of empirical literature

A wide range of studies have investigated the factors underlying economic
growth in different countries. Using differing conceptual and methodological view-
points, studies have identified different factors that explain economic growth world
over [6]. However, existing literature has not yet reached a consensus about a
typical set of variables that may affect economic growth.

The accumulation of physical capital (investment) is one of the most funda-
mental determinants of economic growth identified in the literature per the neo-
classical and endogenous growth models and much empirical work has been
performed on the subject [7-9]. It has been found to be robust to most specifications
and sample size changes [10]. The impact of several types of investment has been
studied over time and varying levels of significance have been attached to varying
types of investment. Gross capital formation affects economic growth by either
directly increasing the physical capital stock in the domestic economy [11] or
indirectly promoting technology [12]. Other researchers have investigated the
impact of private and public investment on economic growth and have found
significant variations. Khan and Kumar [13] found private investment to be more
productive than public investment. In this paper, investment is represented by
physical capital accumulation and it is expected to have a positive and statistically
significant relationship with economic growth.

Exports are another factor identified by both the neoclassical and endogenous
growth models in explaining economic growth variations. Awokuse [14] notes that
linking exports to economic growth is pied when he found that there is a flow of
Granger cause from real exports to real GDP. There is also a strand of studies that find
no conclusive evidence of the causal relationship between exports and GDP growth.
Ruiz-Népoles [15] argues that even in cases where increasing exports has a positive
effect on production expansion, such an effect may be limited and offset by increasing
manufacturing imports displacing domestic production. Fouad Abou-Stait [16] found
that time series studies find fewer conclusive associations between exports and
growth, whereas cross-sectional studies appear to support the positive relationship.

Closely related to exports is trade openness with mixed results. A large part of
the literature find that economies that are more open grow more rapidly [17-20].
Baliamoune [21] finds that trade openness is closely associated with positive effects
in higher-income and negative effects in lower-income African countries. Arezki
and Gylfason [22] find that trade openness has a positive and statistically significant
impact on non-resource GDP growth. Several scholars have however criticized the
robustness of these findings, especially on methodological and measurement
grounds (see, [23, 24]). Vamvakidis [24] and Wong [25] find a negative relation-
ship between openness to international trade and economic growth. Fowe finds no
significant effect of openness to trade on economic growth in SSA.

Several endogenous growth models and extensions of the neoclassical growth
model find human capital and/or knowledge to be a major source of growth [26].

A large number of studies find evidence suggesting that an educated population is a
key determinant of economic growth (see [8, 27, 28]). However, other scholars find
mixed results while others question studies that have found a positive relationships
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[29, 30]. Some empirical findings have shown that human capital accumulation
plays only a small role in economic growth [31]. Studies by Bils and Klenow [32],
Pritchett [29], Easterly and Levine [33] found that the evidence was weak, absent or
even pointed to a negative impact.

Population growth rate is another important variable in economic growth liter-
ature. The relationship between population and economic growth is mixed and
varies between countries [34]. Some empirical studies have found a negative rela-
tionship between population and economic growth [35, 36]; and in others there was
a positive association with economic growth [37, 38]. Another factor influencing
economic growth is population growth rate [36, 39, 40]. High population growth,
for example, could have a negative impact on economic growth, influencing the
dependency ratio, investment and saving behavior and quality of human capital
countries [41]. However, the findings are again inconclusive since there some
studies have reported no (strong) correlation between economic growth and
demographic trends (e.g., [29, 42]).

Foreign Aid has received renewed political interest in economic growth dis-
course resulting into numerous studies. There is however little evidence of a signif-
icant positive effect of aid on the long-term growth of poor countries [43, 44].
Andersson and Karlsson, C. [45] finds support for the basic idea that an increase in
aid flows strengthens economic growth in poor countries when the policy environ-
ment is conducive. Collier and Dehn [46] find that well-timed aid alleviates effects
of negative export shocks while Collier and Hoeffler [47] find that aid works
particularly well in good policy environments a few years after a conflict has ended.
Other scholars argue that aid spurs economic growth unconditionally (see,

[37, 48]), or in certain macroeconomic environments that it is growth-neutral [49].
In contrast, some studies have argued that aid has historically been ineffective in
promoting growth [50, 51]. Rajan and Subramanian [43] provide evidence that total
aid is ineffective at promoting growth.

The relationship between government consumption expenditure and economic
growth has attracted a great deal of interest among policymakers and economists.
Empirical work on this subject has also provided mixed results. On one side, there are
Keynesian economists who consider consumption expenditure as a dependable func-
tion of income and on the other side there are substantial numbers of economists who
believe that higher consumption can stimulate economic growth [52, 53]. Other stud-
ies have found that small to moderate government sizes are positively associated with
economic growth while large government sizes impede economic growth [54, 55].

It is argued that inflation is a good macroeconomic indicator of how the government
manages the economy [55-57]. Although the empirical evidence has strongly supported
a negative relationship between inflation and growth, especially through the impact of
inflation on capital intensity [58], other studies have found that inflation exhibits
threshold effects on economic growth [59, 60]. Khan and Senhadji, [60] explore this
issue and reach several conclusions. In particular, medium and high inflation hamper
economic growth due to the adverse impact on the efficient distribution of resources by
changing relative prices [57].

3. Analytical framework and data
3.1 Theoretical framework
Based on the foregoing literature, we assume a Cobb-Douglas production func-

tion with labour-augmenting (Harrod-Neutral) technological progress following
Mankiw, et al. [27] and Acikgoz and Mert [61].
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Y =K*(ALY; <a,f<1 Such that a+ =1 (1)

where Y, K and L indicate the levels of output, capital stock and, labour respec-
tively, and A indicates the level of technology. But Economists have long stressed
the importance of human capital to the process of economic growth. Following
Mankiw, et al. [27], the augmented classic Solow model takes the following form:

Y, = KXHCP (A L) =P (2)

where HC is human capital, and all other variables are defined as before. Fol-
lowing Mankiw, et al. [27], Acikgoz and Mert [61], and Chirwa and Odhiambo [17],
the aggregate Cobb-Douglas production function is assumed to take the following
form:

Y, = K*HC(A{GC, AID, INF, TRD}L;)" =" (3)

where o and p represent the partial elasticity of output with respect to physical
capital and human capital respectively. Per the literature, technological progress
(A;) is assumed to be labour augmenting and the function therefore denotes a
skill-adjusted measure of the labour input.

Several efficiency variables have been identified in the literature to provide a
link to how policy variables influence the aggregate production function [55, 57].
The variables selected for this study consist of the accumulation of physical capital
(investment); human capital (total school enrolment); population; and policy
variables (efficiency factors) that include government consumption share in GDP,
inflation, foreign aid as a share of GDP and international trade. The efficiency
factors, similar to population growth, are assumed to grow exogenously (see
[27, 62]).

3.2 Estimation techniques

Auto Regressive Distributed Lag (ARDL) bounds testing approach developed by
Pesaran and Shin [63], Pesaran, Shin and Smith [64] was employed. The modeling
approach allows us to capture the short and long run dynamics as well as the speed
of adjustment between the independent variables and the dependent variable. The
embedded Error Correlation Model (ECM) is a restricted representation that has
cointegration restrictions built into the specification so that it is designed for use
with non-stationary series that are known to be cointegrated. The ECM specifica-
tion restricts the long run behavior of the endogenous variables to converge to their
cointegrating relationships while allowing a wide range of short run dynamics.
Choice of the ARDL model was taken based on the following reasons: (1) the vari-
ables were found to be integrated of different orders i.e. (I(0) and I(1) and ARDL
can be applied even when variables are not integrated of the same order; (2) ARDL
performs better than other co-integration tests in small and finite data samples [65].
The two stage ARDL approach effectively corrects for any possible endogeneity in
the regressors [61, 66]; (3) According to [67, 68] the ARDL model also allows for
different optimal lags among the different variables to capture the data-generating
process as a general-to-specific modeling framework [68, 69], (4) ARDL is known
to have information about the structural break in time series data and lastly Pesaran
and Shin [63] contented that appropriate modification of the orders of the ARDL
model is sufficient to simultaneously correct for residual serial correlation and the
problem of endogenous variables. The only drawback being that ARDI approach
collapses when variables are integrated of order two (i.e I(2)).
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The ARDL representation of the empirical model for this study is expressed as
follows:

P P P
ALGDP; = ag + Z o ALGDP;_; + Z 0 ALTRO,_; + Z o3 ALTSE,_;
i=1 i=0 i=0

P P P
+ ) ayiALPOPN, 1 + »  a5ALGGC; 1+ »  agALGFCF, 4
i=0 i=0 i=0

P P
+ 3 aiALCPL_1 + Y agALAID, ; + B;LGDP;_; + p,LTRO,
i=0 i=0
+ B3LTSEt_1 + B4LPOPNt_1 + ﬁSLGGCt_l + BéLGFCFt_l + B7LCPIt_1
+ &t

(4)

where A is the difference operator, o is the drift component, p is the lag length,
oy is the short-run coefficient and f;; is the corresponding long-run multiplier and
&; is the white-noise error term of the underlying ARDL model.

Two steps are involved in estimating an ARDL model. First, the long-run equilib-
rium relationship between the variables is tested using the upper and lower bounds;
then, the short-run and long-run causalities are estimated. The ARDL bounds test is
based mainly on the joint F-statistic in which its asymptotic distribution is non-
standard under the null hypothesis of no co-integration [70].

In Eq. 4 above, the null hypothesis of no co-integration relationship, defined as
Ho: @1 =0 =03 = Q4 = @5 = @g = @7 = @ = 0, is tested against the alternative
of the existence of a co-integration relationship as Hy: @1 # @, # @3 # @4 # D5 #

D6 # D7 # Dg # 0 fori=1,2,3,4,5,6,7, 8. The hypothesis is tested using the mean
of the computed F-statistic. According to Pesaran et al. [64], given that the model takes
the form of ARDL (p, q), two sets of critical values for a given significance level are
then determined because p and q need not be integrated of the same order.

Using the Wald test, the computed F-statistic is then compared with the lower and
upper asymptotic critical bounds values, as reported in Pesaran et al. [64]. The lower-
bound critical value assumes that all the regressors are 1(0), while the upper-bound
critical value assumes that they are I(1). We reject the null hypothesis of no co-
integration if the computed test statistic exceeds the upper-bound critical value, and
we do not reject the null hypothesis if the F-statistic is lower than the lower-bound
critical value. The test is, however, inconclusive if the computed F-statistic lies
between the lower-bound and upper-bound critical values. In this context, unit root
tests should be conducted to ascertain the order of integration of the variables. If all
the variables are found to be I(1), then the decision is made on the basis of the upper-
bound critical value. On the other hand, if all the variables are I(0), then the decision
is based on the lower-bound critical value. To test for the long-run relationship
between the variables, we exclude the lagged-level variables from Eq. (4). Once the
presence of co-integration is confirmed, we estimate the long-run coefficients of the
growth model and the associated ARDL of the ECM for the short-run coefficients.

The ARDL method estimates (p + 1) number of regressions to obtain the
optimal lags for each variable, where p is the maximum number of lags to be used
and k is the number of variables in the equation [71]. The model is selected based on
the Schwartz-Bayesian criterion (SBC) or the Akaike information criterion (AIC).

3.2.1 Estimation of the error correction-based ARDL model

ARDL estimation provides both the short run (model) and long run estimation
results. The ECM is specified as follows:
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P P P
ALGDP, = o + Z o;ALGDP,_; + Z 0 ALTRO,_; + Z 03 ALTSE,_;
i=0 i=0

i=1

P P P
++ Z 04 ALPOPN,_; + Z a5 ALGGC,_1 + Z a6 ALGFCF,_4
i=0 i= i=0

i i=0 i

p p
a7ALCPL_; + Y  agALAID, ; Po;ECTe 1 + & (5)
i=0 i=0

+

where fq; is the coefficient of the one-lag error correction model, which mea-
sures the short-run speed of adjustment to restore equilibrium in the dynamic
model following a disturbance [72]. This implies that the coefficient of the error
correction should be negative and statistically significant and that the magnitude of
this coefficient should be less than one.

3.3 Data type and sources

Annual time series data for the period 1982-2015, that was obtained from World
Bank Development Indicators [73, 74] was used in this study. The following vari-
ables were used: Real GDP (expressed in 2010 U.S. dollars.) at purchaser’s prices;
Investment (proxied by gross fixed capital formation as a share of GDP); Inflation
(measured by the consumer price index); General government expenditure as a
share in GDP (General government expenditure as a share in GDP); Human Capital
(representing knowledge spill over effects) was proxied by Human capital index,
based on years of schooling and returns to education); Demography (proxied by
total population); Trade openness (measured by the sum of exports and imports as
a proportion of GDP); and Foreign Aid as a proportion to GDP (measured by net
official development assistance and official aid received as a share of real GDP).
Eviews 9.5 software was used to conduct the empirical analysis.

3.4 Analysis and discussion of results
3.4.1 Unit root tests

Unit roots/stationarity tests were conducted because this is a prime requirement for
any co-integration and causality tests. The augmented Dickey-Fuller test (ADF: [75])
was used to establish the order of integration. The ADF test results were augmented
with the Phillips-Perron (PP: [76]) test. Table 1 presents the results of the unit root tests.

The ADF test results with trend and intercept at level in part A indicate that GDP,
GGC, and GFCF were stationary at the 5 percent level of significance, whereas CPI
was stationary at the 1 percent level of significance. The researcher thus carried out
stationarity tests for all series in first difference with constant and trend, as indicated
in part B (ADF test), and the variables, except CPI, became stationary.

The variables were also tested for stationarity using the Phillips-Perron test. The
PP test results at level with constant and trend were found to be non-stationary
except for GDP and GGC, which were found to be stationary at 10 percent and 5
percent levels of significance, respectively. The variables were tested for
stationarity in first difference, and they all became stationary except CPI.

3.4.2 ARDL bounds tests for co-integration vesults

We tested for co-integration among the variables to establish whether they had a
long-run relationship. From a statistical point of view, a long-run relationship
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Variables Augmented Dickey Phillips-Perron
Fuller test

Constant + trend Constant + trend

Part A: Level

Log Real Gross Domestic Product —3.48* —3.48*

Log Trade Openness —2.81 —2.62

Log Human Capital —2.84 -2.26

Log Population Growth —-0.06 -172

Log Gross Government Final Consumption (% GDP) -1.77 -1.71

Log Gross Fixed Capital Formation —3.95" —2.89

Log Inflation Rate —5.28"** —222

Log Aid —2.24 -2.18

Log Total School Enrolment, Primary -1.85 -1.74

Log Imports 3.41* —2.43

Log Exports —2.86 -3.21

Part B: First difference

Log Real Gross Domestic Product —3.38* —3.38*
Log Trade Openness —4.51%** —4.37*
Log Human Capital —3.80 —3.85*
Log Population Growth —3.80™ -2.35
Log Gross Government Final Consumption (percent) —4.92"** —6.02**
GDP)

Log Gross Fixed Capital Formation —4.33"** —5.24"*
Log Inflation Rate —2.05 -2.30
Log Aid —6.41" —7.56%
Log Total School Enrolment, Primary —6.91"* 7.08***
Log Imports —3.77* —3.40*
Log Exports —6.49* —6.49™*

kK Ak

, ™%, and * denote rejection of the null hypothesis of unit voot at the 1 pevcent, 5 percent and 10 percent significance
levels, respectively.

Table 1.
Unit root test at level and in first difference.

implies that variables move together over time and that short-term disturbances
arising from the long-term trend are corrected. Co-integration is necessary
because a valid ARDL requires the presence of a co-integrating set of variables.
The ARDL method allows us to test both short- and long-run relationships
between the dependent and independent variables in a multivariate framework.
The critical value bounds are computed by stochastic simulations using 20,000
replications [66].

The variables are jointly tested if they are equal to zero. That is:

HO: They are jointly equal to zero.
H1: They are not jointly equal to zero.
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Once the test statistic is computed, it is compared to two asymptotic critical
values corresponding to polar cases of all variables being purely I(0) or purely I(1).
When the test statistic is below the lower-bound critical value, the null hypothesis is
not rejected, and co-integration is not possible. In contrast, when the test statistic is
above the upper-bound critical value, the null hypothesis is rejected, and co-
integration is indeed possible. Alternatively, should the test statistic fall between the
lower-bound and upper-bound critical values, the test results are inconclusive, and
knowledge of the co-integration rank is required to proceed further.

The Akaike information criterion was employed to determine the appropriate
lag length for the estimated ARDL equation. This method was chosen because it
tends to over-fit the model of interest, given that the optimal lag length for the
growth model is up to 2 lags. The optimal lag length is chosen based on the number
of dynamic regressors included in the model and the sample size. The optimal lag-
length selection criteria are based on the lowest AIC obtained. For this growth
equation, (regression I), the optimal ARDL model selected was the ARDL (2, 1, 0, 1,
0,1, 0, 0, 2) model with restricted intercept and trend, while for regression II, the
optimal ARDL model selected was the ARDL (2, 0,2, 0, 1, 0, 0, 1, 0, 2) model with
restricted intercept and trend. Table 2 reports the Pesaran et al. [64] bounds test for
level relationships for the selected equation.

As illustrated in Table 2, regression I, the computed ?-statistic is 5.47, and it is
statistically significant at the 1 percent upper-bound critical value, meaning that the
null hypothesis of no co-integration is rejected at the 1 percent significance level. In
regression II, the computed ?-statistic is 3.909, and it is statistically significant at the
5 percent upper-bound critical value, meaning that the null hypothesis of no co-
integration is rejected at the 5 percent significance level. In summary, the bounds
test of co-integration relationships using the Pesaran et al. [64] approach confirms
the existence of long-run level relationships between the dependent variable and
the set of covariates in both regressions. The study results also reveal that the
underlying ARDL model is a good fit, represented by an estimated R—squared value
of 0.84 and an adjusted R—squared value of 0.67.

ARDL bounds test Regression I Regression II

Included observations: 32 after adjustments

Null hypothesis: no long-run relationships exist

Test statistic Value k Value K

F-statistic 5.47*** 8 3.909** 9

Critical Value Bounds

Significance 10 Bound I1 Bound 10 Bound I1 Bound
10 percent 1.95 3.06 1.88 2.99

5 percent 2.22 3.39 2.14 33
2.5 percent 2.48 3.7 2.37 3.6

1 percent 2.79 41 2.65 3.97
R-squared 0.845152 0.852168

Adjusted R-squared 0.699981 0.672657

¥, and * denote 1 percent, 5 percent and 10 percent significance levels, respectively.

Table 2.
Results of ARDL bounds test for co-integration.

19



Macroeconomic Analysis for Economic Growth

3.4.3 Relative superiority of the selected models

Using the ARDL model, the researcher selected the overall best model from the
20 best selected ARDL models. As shown in Figure 1, the selected model in regres-
sionIis ARDL (2,1,0,1, 0, 0,1, 0, 0, 2), and the selected model in the second
regression is ARDL (2, 0,2, 0,1, 0, 0, 1, 0, 2). These two models were significantly
superior to the second-best models in each case [66].

3.4.4 Empirical vesults of the ARDL models

The short and long run elasticities for the ARDL model were estimated. Table 3,
part A presents the short-run ARDL results (including the ECM representation),
while part B pre-sets the long-run results of the ARDL models.

Part A of Table 3 reports the estimated short-run coefficients, while Part B
reports the estimated long-run coefficients. Two different regressions were esti-
mated. Regression I was the “benchmark” regression, while regression II was used
for sensitivity/options analysis. Among other variables, regression II used a differ-
ent proxy for trade openness, which is a fundamental variable for GDP growth,
according to the literature. Specifically, instead of using trade openness, we used
exports and imports to examine the effect of trade on GDP growth.

As shown in part A, the short-run dynamics and the adjustment towards the
long-run equilibrium path are measured by the error correction term (ECT) [77]. In
the short run, deviations from the long-run equilibrium can occur due to shocks in
any of the variables in the model; thus, all the short-run coefficients show the
dynamic adjustments of all variables to their long-run equilibrium [70]. If the
coefficient is significant, it implies that past equilibrium errors play a role in deter-
mining the outcomes of the current period. The ECT measures the speed of adjust-
ment to restore equilibrium in the dynamic model after a disturbance. For the
coefficient to be significant, it is required that the error correction term (ECT) must
be negative and significant. A highly significant ECT is further proof of a stable
long-run relationship [78].

From Table 3, part A, regression I, the ECT estimation results show that the
estimated coefficient of the error correction term has the expected sign (negative)
and is statistically significant. This reinforces the finding of a long-run relationship
in the co-integration equation. The results show that a 1 percent deviation from the
equilibrium path is corrected in the next period at a rate of 59.5 percent and is
statistically significant at the 1 percent significance level. This confirms the

Model I Model 11

Akaike Information Criteria (top 20 models) Akaike Information Criteria (top 20 models)
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Relative superiority of the selected models.
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ARDL co-integration and long-run form

Dependent variable: LRGDP

Part A

Co-integration form

Selected Model: Included observations: 32

ARDL
(2,1,0,1,0,1,0,0,2)

ARDL
(2,0,2,0,1,0,0,1,0,2)

Co-integration Form

Regression I

Regression II

Variable

Coefficient(Prob.)

Coefficient (Prob.)

D(Log Real Gross Domestic Product (—1))

0.179(0.049)**

0.279(0.003)***

D(Log Trade Openness)

0.036(0.190)

D(Log Population Growth)

0.481(0.784)

0.126(0.941)

D(Log Inflation Rate)

—0.085(0.000)**

—0.086(0.000)*

D(Log Human Capital)

0.240(0.507)

0.619(0.109)

D(Log Gross Government Consumption)

0.061(0.001)***

0.066(0.000)***

D(Log Gross Fixed Capital Formation)

0.192(0.000)**

0.145(0.000)***

D(Log Aid) —0.033(0.022)** —0.021(0.111)
D(Log Exports) 0.027(0.047)**
D(Log Imports) 0.056(0.178)

D(Dummy for Structural Adjustment)

~0.008(0.092)*

~0.018(0.007)**

C

0.185(0.001)***

2.786(0.000)***

Coint Eq (—1)

—0.595(0.00)***

—0.646 (0.000)***

PART B

Long-Run Coefficients

Variable

Coefficient

Log Trade Openness

0.295(0.002)***

Log Population Growth

1.008(0.090)*

0.334(0.605)

Log Inflation Rate

—0.009(0.624)

—0.018(0.361)

Log Human Capital

0.293(0.639)

0.848(0.244)

Log Gross Government Consumption (percent,

GDP)

0.198(0.001)***

0.159(0.007)***

Log Gross Fixed Capital Formation

0.316(0.003)***

0.220(0.029)**

Log Aid —0.053(0.227) —0.032(0.399)
Log Exports 0.121(0.007)***
Log Imports 0.090(0.244)

D(Dummy for Structural Adjustment)

—0.007(0.003)***

—0.071(0.003)***

KEK K
>

s and * denote 1 percent, 5 percent and 10 percent significance levels, respectively.

Table 3.
Short-run and long-run ARDL results.

presence of a long-run level equilibrium path between real GDP and the selected
regressors (trade openness, human capital, population, government consumption,

investment, inflation, foreign aid and a policy dummy (structural adjustment
programme). The regression results for the ARDL model reveal a good fit
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represented by an estimated R-squared value of 0.85 and an adjusted R-squared
value of 0.70, as shown in Table 3.

Part B, regression I of Table 3 presents the long-run coefficient estimates. The
results reveal that the key macroeconomic determinants that are significantly asso-
ciated with long-run economic growth in Uganda include trade openness, popula-
tion growth, government consumption, investment, and the policy dummy variable
for the structural adjustment programmes (SAPs).

In the long run, the relationship between trade openness and real GDP is positive
and statistically significant at the 1 percent significance level. The results reveal that
a 1 percent increase in trade openness in the long run leads to a 0.295 percent
increase in the level of real GDP. These findings are supported by previous studies
that have found a positive and significant relationship between trade openness and
economic growth (e.g. [17, 19, 20]).

The study reveals that population growth is positively and significantly associ-
ated with the growth of real GDP in Uganda at the 10 percent level of significance.
It shows that a 1 percent increase in population leads to a 1.01 percent increase in
real GDP. These results are supported by similar studies conducted in developing
countries that have found a positive relationship between investment and economic
growth in the long run (e.g., [41, 79]).

The study reveals a positive relationship between government consumption and
the growth of real GDP at the 1 percent significance level in the long run. A 1
percent increase in government consumption results in a 0.20 percent increase in
the level of real GDP. These results are supported by similar studies conducted in
developing countries that have found a positive relationship between government
consumption and economic growth in the long run (e.g., [17]).

The results confirm the widely established empirical estimation finding that
investment and growth in GDP have a positive relationship. A 1 percent increase in
the level of investment results in a 0.32 percent increase in the level of real GDP.
These results are supported by similar studies conducted in developing countries
that have found a positive relationship between investment and economic growth in
the long run (e.g., [10, 54, 80-82]).

The study results did not reveal a significant association between inflation,
human capital and foreign aid and the long-run level of GDP growth.

The short-run results presented in Part A of Table 3 reveal that the key macroeco-
nomic determinants that are significantly associated with the growth of real GDP in
the short run are initial GDP, inflation, government consumption (percent of GDP),
investment, foreign aid, and the policy dummy. The results show that a 1 percent
increase in initial real GDP leads to a 0.18 percent increase in real GDP. Meaning that
the level of and sign of initial GDP has a positive relationship with current GDP.

The results reveal a negative association between inflation and economic
growth. A 1 percent increase in inflation leads to a 0.90 reduction in GDP. These
results are supported by a number of empirical growth studies that have also found
a negative association between inflation and economic growth in developing coun-
tries (e.g., [56, 57, 83-86]).

The results show that government consumption is positively and significantly
associated with the growth of real GDP at the 1 percent significance level. A 1
percent change in government consumption leads to a 0.06 percent increase in the
growth of GDP. The positive relationship found between government consumption
and economic growth is supported by similar studies in the empirical growth liter-
ature that have found a positive relationship between trade openness and economic
growth (e.g., [17, 87]).

There is a positive and significant relationship between investment and eco-
nomic growth at the 1 percent level of significance. A 1 percent increase in
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investment leads to a 0.19 percent increase in GDP. The results are consistent with
existing empirical growth studies that have found a positive relationship between
investment and economic growth (e.g., [10, 17, 88]).

The results show that foreign aid is negatively and significantly associated with
the growth of real GDP, and the results are statistically significant at the 5 percent
significance level. A 1 percent change in foreign aid leads to a 0.03 percent reduc-
tion in the growth of GDP. The negative relationship found between foreign aid and
economic growth is supported by similar studies in the empirical growth literature
(e.g., [10]).

The study results did not reveal a significant association between trade open-
ness, population growth, human capital, and real GDP growth in the short run.

Sensitivity analysis was carried out to examine the significance of other variables
or proxies for the variables used in regression II. This analysis was carried out
bearing in mind theory, certain empirical studies and the nature of the Ugandan
economy. Key variables/proxies were imports and exports as proxies for trade
openness. Exports were found to be positively and significantly associated with
GDP at the 1 percent level of significance, while imports were found to be non-
significant.

From Table 3, Part A, regression II above, the ECT estimation results show that
the estimated coefficient of the error correction term has the expected sign (negative)
and is statistically significant. The ECT shows that a 1 percent deviation from the
equilibrium path is corrected in the next period at a rate of —0.65 percent and is
statistically significant at the 1 percent significance level. This confirms the presence
of a long-run level equilibrium path between real GDP and the selected regressors
(total school enrolment, primary; real exchange rate; population; government con-
sumption; investment; inflation; foreign aid; imports; and exports). The regression
results for the ARDL model reveal a good fit represented by an estimated R-squared
value of 0.85 and an adjusted R-squared value of 0.67, as shown in Table 3.

Part B, regression II of Table 3 presents the long-run coefficient estimates. The
results reveal that the key macroeconomic determinants that are significantly asso-
ciated with long-run GDP growth in Uganda are government consumption, invest-
ment, exports and the policy dummy.

The study reveals a positive relationship between government consumption and
real GDP growth at the 1 percent significance level in the long run. A 1 percent
increase in government consumption results in a 0.20 percent increase in the level
of real GDP. These results are supported by Doppelhofer and Weeks [89] who find
a positive relationship between government consumption and economic growth in
the long run in developing countries.

The study reveals a positive relationship between investment and real GDP growth
at the 1 percent significance level in the long run. A 1 percent increase in the level of
investment results in a 0.22 percent increase in the level of real GDP. These results are
supported by similar studies conducted in developing countries that have found a
positive relationship between investment and economic growth in the long run (e.g.,
(10, 17, 54, 81, 82]).

There is a positive and significant relationship between GDP and exports in the
long run at the 1 percent level of significance. A 1 percent increase in exports leads
to a 0.12 percent increase in GDP growth (see [14, 16]).

There is also a negative and significant relationship between GDP and the policy
dummy for SAPs in Uganda, as a 1 percent increase in implementation of the SAPs
leads to a 0.07 percent reduction in real GDP growth.

The study results did not reveal a significant association between population
growth, inflation human capital and foreign aid, imports and GDP growth in the
long run.
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The short-run results for the sensitivity/option analysis are shown in Part A,
regression II of Table 3 above. The key macroeconomic determinants that are
significantly associated with the growth of real GDP in the short run are initial GDP,
inflation, government consumption (percent, GDP), investment, exports, and the
policy dummy in both the current and the previous period.

The results show that a 1 percent increase in initial real GDP leads to a 0.28
percent increase in real GDP.

The results reveal a negative association between inflation and economic
growth. A 1 percent increase in inflation leads to a 0.90 percent reduction in GDP.
These results are supported by a number of empirical growth studies that have also
found a negative association between inflation and economic growth in developing
countries (e.g., [55-57, 83-86]).

The results show that government consumption is positively and significantly
associated with the growth of real GDP at the 1 percent significance level. A 1
percent change in government consumption leads to a 0.07 percent increase in the
growth of GDP. The positive relationship found between government consumption
and economic growth is supported by similar studies in the empirical growth liter-
ature that have found a positive relationship between trade openness and economic
growth (e.g., [17]).

There is a positive and significant relationship between investment and eco-
nomic growth at the 1 percent level of significance. A 1 percent increase in invest-
ment leads to a 0.15 percent increase in GDP. The results are consistent with the
existing empirical growth studies that have found a positive relationship between
investment and economic growth (e.g., [10, 17, 88]).

The results show that exports are positively and significantly associated with the
growth of real GDP at the 5 percent significance level. A 1 percent change in exports
leads to a 0.03 percent increase in GDP growth. The positive relationship found
between exports and GDP growth is supported by similar studies in the empirical
growth literature (e.g., [14, 90]).

There was a negative and significant relationship between the implementation
of the structural adjustment programmes and GDP growth in the current period.

A 1 percent increase in the implementation of the SAPs led to a 0.1 reduction
in GDP.

The results indicate that in the short run, policy variables contributed to eco-
nomic growth more than factor accumulation, while in the long run, a mixture of
factor accumulation and policy variables was the major driver of economic growth.

3.5 Post-estimation diagnostic tests

The regressions were tested to ascertain their applicability and robustness.
Robustness was confirmed by the Breusch-Godfrey serial correlation LM test,
Jarque-Bera normality test, recursive stability tests, and Breusch-Pagan-Godfrey
heteroscedasticity test. This means that the model has the desired econometric
properties of time series data.

Recursive Tests were done using a visual examination of the graphs of the
recursive parameter estimates. Additionally, a formal statistical test to test the null
hypothesis of model stability was undertaken using the CUSUM test [91]. Figure 2
regression I and regression II illustrate the CUSUM and CUSUMSQ at the 5 percent
significance level.

As illustrated in Figure 2, the CUSUM test reveals parameter stability, while the
results of the CUSUMAQ test reveal variance stability given that the residuals for
both tests are within the 5 percent critical lines. According to these tests, our ARDL
model is stable and has no serial correlation.
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Figure 2.
CUSUM and CUSUMSQ results for the estimated growth equation.

3.5.1 Serial correlation tests of residuals

Serial correlation was undertaken to test whether the residual is correlated with
its own lagged values using the Breusch-Godfrey LM test for serial correlation, and
the results are presented in Table 4 below.

The Breusch-Godfrey serial correlation test statistic for the null hypothesis of no
serial correlation (Table 4) for regression I has a probability value of 0.2739, which
is greater than 5 percent. Thus, we fail to reject the null hypothesis, which indicates
that there is no serial correlation in the residuals.

3.5.2 Heteroscedasticity test

The Breusch-Pagan-Godfrey tests for heteroscedasticity statistic for the null
hypothesis of no heteroscedasticity in regressions I and II have probability values of
0.6996 and 0.0612, respectively, which are greater than 5 percent. Thus, we fail to
reject the null hypothesis, which indicates that there is no heteroscedasticity in the
residuals (Table 5).

Breusch-Godfrey serial correlation LM test Regression I Regression II

F-statistic 1.332638 Prob. F(3,13) 0.2739 0.0223

Obs*R-squared 7.526409 Prob. Chi-Square(3) 0.1921 0.0004
Table 4.

The Breusch-Godfrey test for serial correlation in the residuals of the regression.

Heteroscedasticity test: Breusch-Pagan-Godfrey Model I (probability) Model II

F-statistic 0.760385 Prob. F(15,16) 0.6996 0.0612

Obs*R-squared 13.31781 Prob.Chi-Square(15) 0.5778 0.1320

Scaled Explained SS 2.325347 Prob.Chi-Square(15) 0.9999 0.9945
Table 5.

Breusch-Pagan-Godfrey test for heteroscedasticity results.
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3.5.3 Normality test

The ARDL model assumes that the residuals are normally distributed. The
Jarque-Bera statistic is assumed to have a chi-square (y2) distribution with two
degrees of freedom, and the null hypothesis assumes that the errors are normally
distributed [92-94].

As indicated in Figure 3, in regression I, the probability value for the Jarque-
Bera statistic is 0.49 with a probability value of 0.782, which is more than 5 percent;
hence, the residuals are normally distributed. In regression II, the probability value
for the Jarque-Bera statistic is 0.647 with a probability value of 0.724, which is more
than 5 percent; hence, the residuals are normally distributed. This means that
statistical tests for inference on regression coefficients are reliable, since these tests
require that the dependent variable (and hence the residuals) follows a normal
distribution.

3.5.4 Ramsey rest test for the functional form

Specification errors can be errors in the specification of the functional form that
the equation should take in describing the relationship between the variable. If the F
test statistic is greater than the F critical value, we reject the null hypothesis that the
true specification is greater than the F critical value, hence reject the null hypothesis
that the true specification is linear (which implies that the true specification is non-
linear). If we are unable to reject the null, then the results suggest that the true
specification is linear and the equation passes the Ramsey Reset test (Table 6).

The probability values from the Ramsey rest test for the T and F statistics are
greater than 0.05 level of significance, meaning that the estimated model is free
from specification errors.

Regression I Regression 11

uals uals
Sample 1984 2015 74 Sample 1984 2015
Observations 32 Observations 32
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Jarque-Bera 0490650 1
’—‘ Probability  0.782450
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2.05e-15
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0.201101
3.568740
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Figure 3.
Histogram normality test model 1.

Ramsey RESET Test

Equation: UNTITLED

Specification: LRGDP LRGDP(—1) LTRO LTRO(—1) LPOPN LINF LINF(—1) LHC LHC(-1)
LHC(-2) LGGC LGGC(—1) LGFCF LAID C

Omitted variables: squares of fitted values

Value df Probability
t-statistic 0.326505 17 0.7481
F-statistic 0.106606 (1,17) 0.7480

Table 6.
Ramsey rest test for the functional form test vesults.
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3.6 Conclusion

Attaining high and sustainable economic growth is a major policy objective for
any country especially among developing countries. In this paper, we examined the
macroeconomic determinants of economic growth in Uganda using the factor
accumulation framework for the period 1982-2015.

The autoregressive distributed lag (ARDL) approach to co-integration was used
to estimate both the short- and long-run elasticities of the selected macroeconomic
determinants. The ARDL bounds testing approach to co-integration in the bench-
mark regression indicated that the key determinants that are positively associated
with growth in GDP in the short run are the initial level of real GDP growth,
government consumption and investment, while foreign aid, inflation and a
dummy for SAPs were negatively and significantly associated with real GDP
growth. The results failed to show that trade openness, population growth and
human capital accumulation were significantly associated with real GDP growth in
the short run [95-98].

The study revealed that in the long run, trade openness, population growth and
government consumption and investment were positively and significantly associ-
ated with GDP growth, while the policy dummy on SAPs was negatively and
significantly associated with GDP. In the long run, the study failed to show that
inflation, human capital and foreign aid were significantly associated with GDP
growth. It can be concluded that in the short run, policy variables contributed to
economic growth more than factor accumulation (physical and human capital),
while in the long run, a mixture of both factor accumulation and policy variables
was the major driver of economic growth.

The study results have significant policy implications for Uganda. They show
that investment and population have are significantly associated with economic
growth both in the short and long run. Thus, it is recommended that the economic
strategies to be adopted should include those that create incentives to attract
investment—with an emphasis on the adoption of labour—intensive technologies, on
quality—based human capital development. In the short run trade openness, gov-
ernment consumption, foreign aid and inflation are positively and significantly
associated with economic growth meaning that the country should pursue policies
that enhance trade, government effectiveness, aid effectiveness and economic
management.

The study found that the key determinants that were positively associated with
growth in GDP in the short run were the initial level of GDP growth, government
consumption, investment and a dummy for SAPs, while foreign aid and inflation
were negatively associated with GDP growth. The results failed to show that trade
openness, population growth and human capital accumulation were significantly
associated with GDP growth in the short run. In the long run, the study revealed
that trade openness, population growth, government consumption and investment
were positively associated with GDP, while the policy dummy on SAPs was nega-
tively associated with GDP growth. In the long run, the study failed to show that
inflation, human capital and foreign aid were significantly associated with growth
in GDP.

These results have significant policy implications for Uganda, both in the short
and long run. In the short run it is recommended that economic strategies that
would spur accumulation of physical capital/Investment, increase government
consumption, improve price stability be pursued while in the long run, strategies
that improve trade openness, population growth, government consumption and
investment should be pursued.
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Chapter 3

The Life Cycle Hypothesis and
Uncertainty: Analyzing Aging
Savings Relationship in Tunisia
Olfa Frini

Abstract

This research empirically checks the effect of uncertainty on aging-saving link
that is indirectly captured by an auxiliary variable: the unemployment. It looks at
the nexus population aging and savings by bringing out the unemployment context
importance in determination saving behavior notably in a setting of unavailability
of unemployment allowance. To better estimate population aging, it considers the
old-age dependency ratio besides the total dependency one, which is the usually
indicator used. Applying the Structural VAR model, the variance decomposition
technique and the response impulse function, on Tunisia during 1970-2019, it puts
on show that elderly do not dissave in a context of enduring unemployment and
unavailability of unemployment allowance. Unemployment is an important factor
able to shaping the saving behavior and to distort the life cycle hypothesis’s predic-
tion. Consequently, the life cycle hypothesis cannot be validated under uncertainty.
Hence, aging does not to alter savings systematically. The nature of aging-saving
relationship is upon to social and economic context.

Keywords: Aging, Unemployment, Saving, life cycle hypothesis, SVAR, Tunisia

1. Introduction

There is a great concern about the increase of elderly proportion follow-up the
aging population process over the world. It is likely to create important macroeco-
nomic issues and involve new policies challenges as it will put downward pressure
on saving according to the life cycle hypothesis (LCH) prediction formulated by
Modigliani and Brumberg [1]. Indeed, the saving decline is well recognized to be
associated with lower rates of capital accumulation and growth in the economy.
Saving is crucial for investment and the maintenance of strong and sustainable
economic growth. In addition, saving is one of the essential aspects of building
wealth and having a secure financial future. It gives a way out from uncertainties of
life and enjoy a quality of life.

Hence, it is of great interest to look at the demographic changes impact on
saving in order to seek how to prevent saving from such an eventual decline. The
empirical studies in the topic, generally, have relied on the life cycle model; as it
better explains the varying rates of savings in societies with relatively younger or
older populations. However, the LCH’s prediction was not often empirically
validated to argue that saving will be automatically depressed consequence of the
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population aging process. There is evidence that the social and economic conditions
limit the scope of the LCH.

This study reviews the LCH to emphasize the most significant factors that may
distort its prediction. It focuses on the uncertainty to explain the aging-saving
relationship. It tries to check empirically whether uncertainty consideration may
distort the LCH. Thereby the aging population do not put a down pressure on saving
systematically.

However, given the difficulty to directly and objectively estimate uncertainty
extent on saving behavior, we indirectly capture by an auxiliary variable the unem-
ployment. We seek to highlight the influence of the precautionary motive related to
the risk of unemployment. Thus, we try to give information about the transmission
mechanism between aging population and saving considering the unemployment
savings pattern as a determinant of saving behavior in a setting of unavailability of
unemployment allowance. So, we draw attention that unemployment is an impor-
tant factor up to distort the life cycle model’s prediction.

Unlike previous studies, we build our estimates not only on the total dependency
ratio (the proportion of population aged less than 15 years and aged 60 years or
more versus the proportion aged 15-59) as an aging indicator, but also on the
old-age dependency ratio (the proportion of population aged 60 years or more
versus the proportion aged 15-59). This will allow us to make comparison and to
deduce the effect of the child dependency ratio (the proportion of population
aged less than 15 years versus the proportion aged 15-59). Besides, we focus on
national saving to avoid narrowing the population aging impacts since the
corporate and the government saving are sensitive to population aging as the
household saving.

In addition, given the lack of researches on this issue on developing countries
(which economic and social environment greatly differ from the developed coun-
tries) we devote our study to Tunisian case. Tunisia is an interesting case of study
because it is a well advanced in the aging process. As well, it suffers from an
enduring and high unemployment rate and an inefficient pension system (as
detailed in Section 3). Furthermore, it is characterized by a strong altruistic familial
intergenerational relationship [2-4].

To check out the relationship between aging, unemployment, national saving
and economic growth we apply a time series modeling approach over the period
1970-2019. We carry out a Structural VAR model, as defined by Sims [5]. We
analyze the impulse response functions (IRFs) of different shocks for all variable’s
fluctuations. We also apply the bootstrap methods to construct the confidence
intervals of the IRFs. Additionally, we complete our dynamic analysis by the
variance decomposition.

This study represents the first attempt to model the Tunisian aggregate
national saving by considering both the impact of demographic changes and of
unemployment.

In what follows, we give, in Section 2, an overview of the life cycle hypothesis
and its bounds. In Section 3 we give some sight of the demographic change and the
saving evolution occurred in Tunisia. In Section 4, we specify the econometric
model and in Section 5 we discuss the results found. Finally, we end, in Section 6,
with the main findings and policy recommendations.

2. Life cycle pattern overview

In this section we state the life cycle’s savings to emphasize the social and
economic conditions that may constrain its validation.
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2.1 Life cycle hypothesis

The life cycle theory pinpoints the intertemporal allocation of time, effort and
money. In its simple form, the standard life cycle hypothesis’s (LCH) formulated by
Modigliani and Brumberg [6], suggests that individuals save during working life for
their consumption needs when they retire, dissave after retirement, and die without
wealth. Hence, individuals will smooth consumption over their lifetime regard to the
expected lifetime resources. They accumulate wealth during the pre-retirement
period by consuming less than their disposable income. So, during retirement, they
de-cumulates wealth to finance its consumption. That is, the saving rate should
follow a hump-shaped over the life cycle as shown by the Figure 1 (in the Appendix).

Therefore, one very important implication of the LCH is that the demographic
profile of a population should be an important factor influencing the aggregate
saving rate. Given that population aging is defined as a shift in the population age
distribution towards old age, so a change of the balance between youth and elderly
proportion (defined in the following as a person aged over 60 years-old) causes
society to age and subsequently to affect the saving pattern.' Such a change may
change the savers proportion in the economy and diminish the aggregate saving rate
according to the LCH.

If there is a large proportion of the population working, then, the saving rate
should be high. However, if there is a large population proportion over retirement
age or very young, the saving rate would be low. This suggests that aggregate saving
rate should be negatively correlated with total dependency ratio.

Even though the theoretical conclusion of the life cycle model is clear, the
empirical evidence is not often proved and stays controversial until today as it was
decades ago. There is evidence that elderly may not dissave, at least not to the
extend hypothesis suggested by the pure life cycle model which abstracts a number
of factors that would complicate its prediction.

2.2 The life cycle hypothesis bounds

The Life cycle theoretical conclusion is understandable given its simplifying
assumptions such as no uncertainty, a finite decision horizon, no inheritance and
perfect financial market with no credit constraint [7]. According to the LCH, indi-
vidual takes decisions basically depending to events and fact that are known with
certainty in each period of life (such future income, death date, and interest rate).
Nevertheless, these assumptions are considered too restrictive. Indeed, events are
uncertain [8, 9] and financial market is imperfect with credit constraint.
Uncertainty affects consumption and savings behavior as consumers are generally
cautious. Moreover, according to the Kotlikoff [10] dynastic model of savings,
individuals do not act in a finite horizon, but in an infinite one. In addition, they
have a dynastic behavior characterized by a strong preference to let, at their death, a
very limited capital de-cumulation [11-13]. Thus, parents, having an altruistic
motive, seek to not decumulate wealth to leave inheritance to their children. Con-
sequently, the population aging may not automatically depress national saving.
Kotlikoff and Summers [14] conclude that the “life cycle saving” cannot account for
more than 20 percent of U.S. capital formation, and the intergenerational transfers

! Population aging arises from two demographic phenomena the birth and the mortality decline. As for
declining fertility, it reduces the number of children, which is generally considered a main explanation of

growing aging. For mortality decline, it increases the longevity and the number of elderly.
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play a dominant role in wealth accumulation, accounting for 80 percent or more of
observed wealth.

Additionally, it is worth noting that the conflicting evidence on the life cycle
saving may also be due to the econometric approaches used and the aging indicator
chosen. Indeed, the micro econometric analysis invalidates life cycle model’s pre-
diction to support the Kotilkoff hypothesis but their results are difficult to aggregate
because of severe problem of heterogeneous behavior at the household level. Con-
versely, studies based on macro data for a country generally support the prediction.
However, most of them refer to developed societies while in developing societies
people face different economic challenges and social conditions, which may lead to
different evidences. In that way, these studies could not be very useful for under-
standing saving behavior in developing countries. The difference through countries
is in the design of pension systems and health care, taxes and transfers as well as
labour market conditions, which are unavoidably depend to the population age
distribution. As well, they may alter individual economic behavior and so could be
the origin of the inconsistency LCH’s evidences.

Also, the choice of the population aging indicator to estimate is crucial. The total
dependency ratio which is generally used does not accurately reflect the aged popu-
lation since it composed of both the old and the child dependency ratio. It is more
fitting to use the old-age dependency ratio to explicitly consider the effect of aged
population on savings rate [15]. With more cautious in the aging indicator use, the life
cycle model’s prediction is likely to be endorsed also in macroeconomic approach.

2.3 The life cycle hypothesis and uncertainty

The LCH analysis has been gradually enriched, to focus on three reasons for
accumulation: the foresight for retirement, the intergenerational altruism and
inheritance and the wariness of the saver face to risk (of income, health and lifetime
span). In this work, we focus more on the third reason of accumulation by looking
at how uncertainty, about future income affects the behavior of the individual’
saving. Uncertainty consideration has made it possible to highlight precautionary
behavior as the future work income is random; consumption (otherwise savings)
depends not only on expectation, but also on the variance of the expected income. A
risk-averse or aware consumer will save more. In fact, savings play an insurance
role against the hazards affecting the household, especially the hazards related to
income (unemployment, loss of wages, etc.) [16]. Thus, uncertainty about future
income affects the behavior of the individual ‘saving by increasing the demand for
precautionary assets, and hence savings amount.

As well, there is precautionary behavior as to face health care expenditure at
advanced aged when the risk of health problems is potentially great; notably in the
context of inefficient health care system [17]. As a result, households are saving not
only to offset lower future income, but also to insure against all sorts of risks.

However, empirically it is not easy to estimate uncertainty extent on saving
behavior. It is difficult to quantify this relationship given the difficulty to directly
and objectively estimate uncertainty. Empirically there are no quantitative mea-
surements of uncertainty that could be used directly. In the case studies, income
uncertainty is usually measured indirectly by auxiliary variables such as inflation
rate, unemployment rate or a derivative of these variables. In this case of study, we
focus on unemployment as an income uncertainty indicator to better understand
the aging impact on saving and to find an answer to the crucial question: do
population aging depress savings?

Unemployment inevitably alters the savings behavior by its two aspects: (1) a
high rate and (2) an increase in the average age of unemployed [18].
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(1) The high and persistent unemployment rate weights on household confi-
dence, prompting them to increase their precautionary savings. Such behavior is
accentuated in a setting of unavailability of unemployment allowance (like in
Tunisia) [19]. Thus, for precautionary reasons and to finance unexpected income
losses, unemployment is viewed as an income uncertainty given the probability to
become unemployed alters the savings behavior. Faure et al. [20] shown that
unemployment and the deterioration of household confidence accounted for almost
20% of the aggregate consumption decline.

(2) The increase of the unemployed average age implies that the working popu-
lation becomes occupied at advanced age. Consequently, they would save a less
amount of wealth and they would form a low retirement pension. To offset at this
lack of savings they do not immediately dissave at the beginning of the retirement.
They would even compensate their low pension by working further after retire-
ment, mainly at the beginning of the period (as long as they stay in better health) to
face the future’ uncertainties. Also, given the granting difficulties for credit liquid-
ity at the retirement period, this insufficient pension nudges them to continue to
save to keep up a certain level of consumption. It increases, in addition, the need for
retirement savings from private sources.

Furthermore, the high and enduring unemployment increases inter-vivos
transfers, which represents a form of precautionary saving [21]. With a dynastic
behavior (which is ignored by the LCH) the old generation (parents) saves more
throughout the life cycle to help the young generation (their offspring) to facing
uncertainty and hard-economic conditions related for instance to unemployment’s
conditions. Thus, if intergenerational transfers (by purely altruistic incentive or
following a kind of implicit contract between parents and children) are an impor-
tant motive for savings; elderly rarely decumulate their wealth.

Henceforth, given uncertainty about the future income and lifespan, liquidity con-
straints, and the wish to leave bequests (a dynastic savings) population aging would not
drive the decrease of savings. Therefore, aging economic impact on the household
saving and so on the cumulative and on national saving, may not be large [22].

Hence, for our empirical evaluation of the life cycle hypothesis, we analyze the
aging-savings relationship in a developing country, in particular, Tunisia. It greatly
differs, economically and socially, from the developed countries, by its altruistic
familial intergenerational relationship, the enduring and high unemployment rate
and the inefficient pension system; as detailed in the section below.

3. The Tunisian demographic and economic setting
3.1 Demographic shifts and age structure evolution

Tunisia after has shortly ended its demographic transition regime, it has well
undertaken the population aging process. During the period 1960-2019, the mor-
tality rate fell from 35 to 40 per thousand to a low rate 5.9. Likewise, fertility which
was nearby 8 children per woman fell to 2.17. Thus, the life expectancy has attained
an average close to that of developed countries 75.4 years (78.1 years for woman and
74.5 years for man) in 2017.

Accordingly, the population age distribution has shifted towards aging. This
fertility decline has narrowed the bottom of the age pyramid by the decline of the
younger generation size, while the mortality decline has enlarged the top of the
pyramid through the life expectancy gain. Thus, the age range proportion less than
15 years-old becomes less important (passing from 46.5 percent to 24.7) and it is
likely to continue its decline. In the contrary, a remarkable increase is recorded for
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the proportion of person aged over 60 years-old (from 5.5 percent to 12.6) and is
expected to increase by 10 points over the future three decades. Therefore, during
19662019, the child dependency ratio has sharply declined (from 96.27 percent to
39.36) while the old-age dependency ratio has increased (from 11.60 percent to
20.08). Consequently, the total dependency ratio has decreased (from 107.86
percent to 59.44).

3.2 Economic setting

Tunisian economy recorded a high and enduring unemployment. Over the
period 1966-2000, it has increased by 6.1 points to pass from 12.5 percent to 18.6,
and then fell slightly to stabilize during the last two decades (2000-2019) around
15.3 percent. Additionally, aging has hit the age composition of the unemployed.
Indeed, the modal age range of the unemployed population has moved from less
than 25 years-old (by about 29 percent) to 25-29 years-old (by about 34.2 percent)
during 2005-2011. It is worth noting here that Tunisian authorities do not distribute
any unemployment allowance.”

For the national saving, it has evolved with some fluctuations. During the period
1970-2010, the national saving rate (of gross national disposable income) was
relatively stable around an average of 22.8 percent then progressively fell to achieve
9.3 in 2019, mainly due to a steady loss of purchasing power.’

According to the Islamic Development Bank, the behavior of Tunisian investors
appears to be driven by factors related to consumer demand and/or the income
effect [23]. The financial changes in interest rates have more effect on the savings
structure than on its volume. Indeed, the financial liberalization policy adopted
(since the structural adjustment plan in 1986) has not succeeded to stimulate pri-
vate savings through the increasing of the real interest rates [24]. In Tunisia, saving
behavior seems to comply more to the Keynesian approach.

However, an interest for the long-term financial savings is recorded. During
2010-2017, the listed companies increase from 56 to 81 with a broad sectors diver-
sification. Likewise, the life insurance, as a long-term saving vehicle, has undergone
an important increase; the average annual growth rate was 18 percent in 2017. Its
share in the insurance market has climbed from 12.05 percent in 2009 to 20.2 in
2017; however, it remains far from the international standards (about 56.2 percent).

This interest for the long-term savings is explained by the failure of the pension
system the pay-as-you-go system and the bankruptcy of the provident fund as well
as the authority’s future intention to withhold a proportion of the retirement pen-
sion.* Thus, the insured people are driven to form a complementary retirement
pension under others retirement savings forms through voluntarily paying into
saving schemes in private financial institutions. This savings form is encouraged by
the financial authority through the establishment of tax benefits.

Concerning the non-financial savings, it is allocated to buy housing, jewelry or
land by household and productive assets by individual corporate. Household saving
is particularly oriented to housing savings which has experienced a growth rate of
about 5.5 percent during 2000-2017.

2 Source: NIS employment 1966, 2005, 2007, 2010, 2011.

* During 2011-2019 inflation rate has passed from 3.7 percent to 6.2.

* For instance, during 2010-2017, the overall financial situation of the three funds of the social security
recorded a very serious drop going from 40MD in 2010 to —1326 MD.
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4. Econometric model and data specification

To look at the relationship between population aging and savings in an unem-
ployment context in Tunisia over the period 1970-2019, we apply a structural VAR
model, as defined by Sims [25]. This enables us to approach a multivariate causal
setting allowing the coexistence of both short and long-term forces derived from the
aging influences on saving decisions. Finally, we deepen our dynamic analysis by
application the techniques of impulse response functions (IRFs) of different shocks
for all variable’s fluctuations and of the variance decomposition (VDC).

4.1 Data specification

To undertake the aggregate saving model estimating, we use as an independent
variable the national savings rate unlike previous studies, which generally referred
to the household savings rate. National saving is important as it is a source of
investment and one of the major determinants of macroeconomic growth. Also, as it
is closely related to the demand for financial and real assets and it may affect asset
price formation. In addition, we seek to avoid narrowing the aging impact as its
takes into account companies and public sector saving (related to social sector,
health, education and pensions). On another side, the household savings refers to
survey measure which undervalues personal income as it provides information
related to expenditure than to income sources. Likewise, it does not capture the
same share of total saving for persons at different ages, so the estimate of relation-
ship between savings and age may be fallacious.

As a definition, between the two known alternative measures of savings (S) we
adopt that of national account (as income minus consumption expenditure) given
data availability.” Explicitly, we use the savings rate with respect to the gross
national income disposable income®.

For independent variables, we refer to the main population aging indicators. We
consider the mortality rate (MR) and fertility rate (FR) to capture demographic
changes and its impact on the age structure composition, and likewise on the
dependency ratio. We consider the old-age dependency ratio (EDR) to accurately
look at the effect of aging besides the broadly used the total dependency ratio
(TDR). Then, we could deduce if the aging impact is due to the fertility decline or to
the longevity increase.

Concerning economic variables, we include three macroeconomic variables. (1)
Basing to the neoclassical approach we introduce the interest rate (MMR) in partic-
ular the money market rate as a driver of the real interest rate (credit and debit). (2)
As a one quantitative measure of aggregate income uncertainty we consider the
aggregate unemployment rate (U). (3) In order to check the economic effect of
saving, we examine the economic growth (G) measured by the GDP per capita at
constant domestic prices. It is computed by dividing GDP per capita at current
domestic prices by the consumption price index (base 1990). Hence, the inflation
rate is indirectly considered.

> The second defines savings as the changes in net wealth. Net wealth accumulation includes capital
gains and losses, adjusted for general inflation, and is more relevant for purposes of measuring changes
individual’s economic well-being.

© Gross national income equal to the gross national income minus the current transfers (current taxes on
income and wealth, social security contributions, social security benefits) paid to non-residents units

plus the current transfers received from the rest of the world by the residents.
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The main statistical characteristics of these variables used are summarized in
Table 1 (in the Appendix). Data are drawn from the Central Bank of Tunisia
(CBT), the National Institution of Statistics (NIS) and Tunisian Institute of
competitively and quantitative study (ITCQS).

4.2 Econometric models

Our analysis is based on the identification and estimation of structural vector
autoregressive (SVAR). The SVAR model is used in macroeconomic analysis in
order to check the effect of exogenous shocks (of the demographic change, for
instance) on macroeconomic variables.

Our basic model VAR is the following:

Y. =T(L) Ye + v (1

where Y, is a column vector of stationary variables considered in the estimate.

The selection and order of independent variables are essential in the SVAR esti-
mate. Thus, the independent demographic variables are introduced with
caution following the demographic transition theory. As mortality decline brings that
of fertility, so we first introduce the mortality rate (MR) followed by the fertility rate
(FR). Then, we integrate the dependency ratio as an indicator of the population
aging and the age structure change following the demographic transition.

After what, we consider the economic variable exogenous effect on saving. So,
we insert the interest rate (MMR) as a saving determinant and the aggregate
unemployment rate (U) as a measure of aggregate income uncertainty. Lastly, we
introduce the national savings rate (S) followed by the economic growth (G) to
check the aging impact on economic growth through the savings evolution.

As we use two dependency ratios, we estimate two distinct vectors
autoregression. A vector includes the total dependency ratio which reflects the
effect of both the mortality and fertility evolution as a result of the demographic
policy as follows (MR, FR;, TDR;, U, MMR;, S;, Gy).

The second vector includes the old-age dependency ratio and takes the mortality
choc as the main cause of the elderly proportion evolution as follows (MR, EDR,
U, MMR,, S, Gy).

Otherwise, T'(L) = [4LY + TLL2 + ... + I'p. LP is a lag operator in the form of
polynomial matrix and v, is a vector of idiosyncratic errors, where v, . (TR ,pst)’.
These errors are not auto correlated and are homoscedastic. Then, the representa-
tion (1) can be written in the form of a moving average of infinite order VMA (o0)
(representation theorem of Wald):

Y, = C(L) v, )

where C(L) = [I1-T(L)] "
The structural form (SF) of the model (1) can be written as follows:

Y: = A(L) & 3

where A(L) = C(L) H is the coefficient matrix (ay) of (7 x 7 or 6 x 6 for the two
vectors respectively) size, and more precisely it represents the impulse response
functions of the elements of Y, following the various shocks. Moreover, H is the
transition matrix and ¢ is the vector of structural shocks where E (g.g.’) = Iy.

However, the identification of these shocks requires the Cholesky decomposi-
tion in the order to identify the structure of the shocks. As a result, the
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decomposition of the variance covariance matrix of the reduced form residuals is
written in a lower triangular matrix A(L). The number of constraints imposed on A
(L) is equal to 21 i.e. n x (n-1) /2 with n = 7 variables and where some of the
structural shocks do not have contemporaneous impact on other variables.
Additionally, the Cholesky decomposition assumes that series listed earlier in the
VAR order impact the others variables contemporaneously. But series listed later in
the VAR order impact those listed earlier only with lag. Therefore, the variables
listed early in the VAR order are considered more exogenous. As mentioned above,
the order of endogenous variables is central to the identification of structural
shocks, i.e. it determines the structure of the shocks. More precisely, the first
variable has impacts on all the variables that are below it, but it does not receive any
impacts from these variables. This rule applies to all subsequent variables. For
instance, the triangular matrix A(L), for the case of n = 7 variables, is as follows.

1 0 0 0 0 0
c21 1 0 0 0 0

c31 C2 1 0 0 O
AL)=|C41 Cc42 Cc43 1 0 0O
0

C51 C52 (C53 C54 1
C6l1 C62 C63 C64 C65 1
C71 C72 C73 C74 C75 C76

0
0
0
0 (4)
0
0
1

Henceforth, we have to estimate four matrixes: a matrix (Altl) for the total
dependency ratio and one for the old-age dependency ratio (Alt2). Two others
matrixes are also estimates as a robustness test by omitting the unemployment rate,
respectively the matrixes (Alt3) and (Alt4).

To undertake the SVAR estimate model, we first study the stationarity of all
variables using the Phillips-Perron test [26]. As reported in Table 2 (in the Appen-
dix) all the considered variables are I(0) suggesting that a long-run (cointegration)
relationship could exist between the considered variables.

Then we determine the order p of the VAR process to remember. To do this, we
consider various processes for VAR lag orders p ranging from 1 to 4. For each
model, we calculate the Akaike information criteria (AIC) and Schwarz (SC), and
the log-likelihood (LV) to hold the p lag (=4) that minimizes these criteria as
indicated in Table 3 (in the Appendix).

Accordingly, four alternatives are estimated, respectively with the identification
of cointegration relationships by using the cointegration test of Johansen [27] as
well as the structural factorization (with 500 iterations).

Finally, to examine the dynamic of the model, we refer to the impulse response
function (IRF). It helps us to judge and to appreciate the channel(s) of population
age structure change transmission. It allows to see if there is really a robust, stable
and predictable relationship between aging and savings. In this respect, we will
identify the different responses of all the variables in the model to various shocks. It
should be noted that we focused on the effects of the shock on 10 periods and that
errors are generated by Monte Carlo with 100 repetitions. Such analysis is
strengthened with the variance decomposition analysis (VDC), which however,
indicates the proportion of the variable changes due to own shocks versus shocks on
the other variables. Namely, the variance of the forecast error of the change in
savings rate is partitioned among the contributions of the innovations in each
variable of the system.
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5. Results interpretation

Interestingly, results put forward that the LCH prediction is not automatically
confirmed, but it is up to the economic uncertainty extent. Indeed, the LCH is not
validated in the unemployment setting, which is considered in our study as an
indirect measure of income uncertainty.

5.1 The SVAR results interpretation

The SVAR’s estimate results (reported in Table 4 in the Appendix) points out
that uncertainty encourages saving. Indeed, for the two aging indicators used (TDR
and EDR) the LCH prediction is not validated once unemployment is introduced
unlike Ahmedova’s [28] findings. As we note from matrixes Altl and Alt2, the two
indicators present a significant positive effect on savings rate in the context of
enduring unemployment without allowance, like in Frini’ work [29]. However, this
effect is found more significant for old-age dependency ratio, unlike in Wong and
Tang [30] and Loumrhari’s [31] findings.

In contrast, the LCH prediction is validated by the estimate omitting the unem-
ployment rate, however, for only the total dependency ratio. Indeed, a significant
negative effect is found in the matrix Alt3.

Such results confirm that the demographic changes impact on saving depends on
the perception of the economic context and the confidence towards future. Further-
more, the LCH’s validation appears to be, as well, empirically related to the aging
indicator used in the estimate. This confirms our proposal that the old-age depen-
dency ratio indicator seems more efficient to explicitly check the effect of aging.

The unemployment which hints uncertainty about future income pushes the
savers to keep up savings. It reduces confidence and intensifies incentives for
precautionary saving so that, it prevents savings from decline. Indeed, the unem-
ployment rate displays a significant and positive coefficient. The weight of the
future uncertainty boosts the employed population to form a precautionary savings.
This precautionary saving is important to offset the small amount of wealth accu-
mulated after an enduring unemployment without any allocation benefit. When
enduring a long unemployment period and facing great difficulties for credit
liquidity at old age, elderly try to continue to save to keep up a certain level of
consumption. Such behavior is very pronounced in Tunisia since retired do not
benefit from a sufficient pension in a distressed pay-as-you-go system. The insuffi-
ciency of pension and medical care benefits entails the elderly saving’s behavior
adjustment by continuing to work and to save at the beginning of the retirement
period (as long as they remain in better health). As pointed out by Frini [32, 33] the
new retirees or the youngest elderly (which share, generally, weighs more than that
of the old retirees or the old elderly) maintain their savings mainly for precaution-
ary motives in high uncertainty economic environment.

This Tunisian elderly saving behavior may in part be strengthened by the inten-
tional transfers motivation of the old generation towards the young one. Indeed,
Tunisian families, as stressed by Mahfoud [34] and Frini [35, 36], are strongly
linked and directed by an intergenerational altruistic motive. So, the old generation
do not seek to cut savings so as to help the young generation to face uncertain
environment and hard economic conditions.

As expected, mortality drop induces a fertility decline, putting on show the
demographic transition theory. This fertility decline increases the savings rate. It
seems that the youth share decrease outweighs the small increase in the elderly
share since the aggregate savings rate increases. Household with fewer children are
likely to incur less expenditure in respect to their income for looking after them and
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then would save more. In addition, a reduced family size leads to a competition
between children as a mean of transferring income from present to future and as a
financial asset.” Henceforth, by the fall of fertility rate, the demand of financial and
capital market as a substitute of youth assurance service will increase and thus
savings. Additionally, the decline of government expenditures for youth (given
their share decline), seems to make up or even more the government expenditures
increase for elderly (due to their share increase) to not lead savings decrease.

Considering uncertainty, mortality evolution positively influences savings rate
when considering the economic and social facts, but negatively when they are
neglected. The increase of mortality risk and health problem intensifies precaution-
ary behavior to face health care expenditure at old age.

The uncertainty related to interest rate affects positively the savings rate. An
increase in interest rate will make saving more attractive. Finally, like in AbuAl-
Foul’s [37] work results show that no long-run relationship exists between saving
and GDP growth. This in part due to that saving is, generally, done in real estate,
which is known as a small creator of wealth with a small ripple effect.

5.2 The IRF’s and VDC’s results interpretation

Likewise, the IRF’s and VDC’s results underline that population aging on savings
evolution changes respect to the economic uncertainty context. Savings positively
respond to age structure changes once unemployment is taken into account. The
different graphs of impulse responses (Figure 2 in the Appendix) show that savings
respond quickly to demographic changes (mortality rate, fertility rate and depen-
dency ratio jointly), but weakly to the shock of the money market rate. The
response due to unemployment rate shock can be judged as significant with a return
to equilibrium in the long-term. The saving response to economic growth innova-
tions is, however, slow and limited. This analysis is corroborated out by the variance
decomposition as displayed in Table 5 (in the Appendix).® In detail, a relatively
constant proportion of the change in savings rate variance is recorded for both
ratios. The total dependency ratio shock is by about 3.75 percent for Altl and by
4.26 percent for Alt3 after three years. The old-age dependency ratio shocks are,
however, of a less proportion by 1.42 percent for Alt2 and 0.16 percent for Alt4 over
ten years. The noteworthy result is that savings evolution follow-up a shock of the
total dependency ratio is more significant (by three times more) than of the elderly
one. This fact is also proved by the dynamic response path. Fewer children lower
the dependent population and consumption without contribution to income. The
decrease of the youth dependent proportion out weights the increase of the elderly
dependent in the proportion, which limits saving rate depression. This brings up the
role of relative weight of the youth share to the elderly share on savings evolution.
Further, the increase of elderly proportion appears not to cut savings rate. Thus,
savings rises when fertility declines and longevity increases, but less intensively. In
the contrary, to the LCH prediction, the old-age dependency ratio shock instanta-
neously and positively affects saving rate, however, more weakly than the total
dependency ratio.

7 Children is treated as pure capital goods and a kind of safety assets which returns are “elderly
assurance”.

8 The VDC indicates the proportion of the variable changes due to own shocks versus shocks on the
other variables. The Cholesky decomposition method is used in orthogonalizing the innovations across

equation. Percentage of forecast variances is explained by innovations.
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Remarkably, once we ignore the labour market unbalance (or uncertainty) of
the estimates the relationship between aging and savings becomes consistent with
the LCH prediction. The total dependency ratio shocks present a negative short-
term impact on saving to disappear at long-run (after eight years). However, no
impact is found for the old-age dependency ratio. This discrepancy in estimated
magnitude through the two dependency ratios used refers back to our assumption
that aging impact may be sensitive to the measurement used to describe it.

Moreover, demographic indicators shocks trace the variance of savings innova-
tions. Mortality rate explains saving variance by almost the same small proportion
(by about 2.30 percent) for all alternatives in the variance decomposition, but
relatively less without the unemployment rate. In the impulse function graph, a
negligible positive impact is found of mortality shock. Hence, with the rise of
longevity and elderly proportion savings may not decline. Fertility decline signifi-
cantly contributes in the savings change variance (by about 5.16 percent in Alt1)
and even much more when forsaking the unemployment rate (by about 17.79
percent in Alt3). The corresponding impulse function displays a negative influence
over six years to reverse positively after.

However, saving is less sensitive to interest rate shock. Money market rate
contribution is more pronounced for the total dependency ratio than the elderly
one. The same evidence is observed through the impulse function graph shown a
very small positive influence which disappears in the long-term. This small impact
of the real interest rate on saving may hide the offsetting of its two effects (of
income and substitution). In other hand, it may be related to the Tunisian house-
hold’s behavior which seems to comply more with the Keynesian approach.

Finally, in the long-term, savings shocks seem to produce an effect on economic
growth, but weakly when the imbalance labour market is considered (as reported in
Table 6 in the Appendix). As mapped out by the response functions this dynamic is
non-instantaneous. In contrast, a very small ‘feed-back’ seems to be produced of
economic growth over three years on saving.

6. Conclusion

This study puts on show that the life cycle prediction of a downward pressure on
saving by aging population could not be proved under uncertainty. Population
aging is, on contrast, found to exert a long-term upward pressure on saving in an
unemployment context. The economic environment’s uncertainty (such income
uncertainty) quantified, in our case of study, by the unemployment phenomenon,
looks to be an essential factor of the change in the life cycle pattern of savings. It is
able to shaping the saving behavior and to distort the LCH. The impact of the
demographic change seems strongly related to the economic confidence factors.
Accordingly, the social and economic conditions limit the scope of the LCH. Thus,
population aging will not necessarily spell disaster on national saving. Conse-
quently, studies’ findings on developed countries could not be representative of
saving behavioral in developing countries; where pension and medical insurance
schemes are less developed and the persistent unemployment is without unem-
ployment allowance benefit. Furthermore, it seems that the empirical findings
checking the LCH depend on the aging indicator used. In fact, the use of the total
dependency ratio could not validate the LCH, but it is validated by the old-age
dependency ratio use. So, with more caution on the population aging measure, the
evidence that elderly do not dissave may be found and the life cycle prediction may
not be endorsed. Henceforth, the life cycle hypothesis may not be validated in
macroeconomic approach as in the micro-econometric approach.
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Finally, as policy implications, several measures are needed to sustain saving rate
or to prevent it from an eventual decline. In addition to the strategy applied lately to
postponing the retirement age to 62 years-old, Tunisian Policy-makers have to accel-
erate the move from the pay-as-you-ago public pension system towards the funded
pension system to cut costs of increasing old-age benefits. As well, to mobilize more
savings, they should shift the liquid savings towards long-term products. Accord-
ingly, it is important to reconsider the long-term savings strategy to meet the house-
hold’s needs as well as the huge potential investment’s needs. Therefore, major
economic and financial reforms should be undertaken to restructure public corpo-
rates and the partial openness of their capital, to strengthen the pension plans, to
develop the insurance sector and promote life insurance, and to improve the frame-
work of the stock market and the bond market and diversify product of savings.

Appendix

Wealth Life Cycle Hypothesis
Income (Modigliani et Brumberg, 1954)
Saving

Consumption

Income Y

/aving S=Y-C
Consumption (C) Dissaving\

| Lifetime
1
Entry into working life Retirement begining End of life
Figure 1.
Consumption,consumer income, wealth and saving over the life cycle.
S MR FR EDR TDR G U TMM

Mean 20.73 0.68 3.55 14.21 75.70 4.52 15.28 6.85
Median 21.75 0.59 3.01 14.35 77.05 4.67 15.60 6.40
Maximum 26.40 1.34 6.29 20.08 108.69 17.74 18.30 11.79
Minimum 9.40 0.55 2.00 11.15 50.51 -1.92 12.40 3.00
Std. Dev. 3.94 0.19 1.51 1.93 18.76 3.35 0.86 2.34
Observations 50 50 50 50 50 50 50 50

Table 1.
Descriptive statistics variables.
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Series level 1st difference
MR 0.06* 0.00*
FR 0.34 0.00*
TDR 0.80 0.00*
EDR 0.52 0.00*
U 0.01* 0.00*
TMM 0.19 0.00*
S 0.02* 0.00**
G 0.04* 0.00**

Note: The null hypothesis for the ADF test is that the series are non-stationary i.e. there is presence of unit root. The
values in the table indicate the p-values of this test. Using the Phillips-Perron test, the vesults were the same.
* and **denotes that the null hypothesis of unit voot is rejected at the 5% level and 10% level respectively.

Table 2.
Unit root test of ADF.

The lag number p AIC SC LV

Alternative 1 (MR, FR;, TDR;, U, MMR, S;, G,)

1 4.56 5.62* —36.29
2 3.98 8.43 25.03
3 3.61 10.30 80.48
4 —1.48* 7.69 211.19*

Alternative 2 (MR, EDR,, U, TMM,, S, G)

1 173 3.03* 31.44
2 0.18 4.51 94.32
3 -0.75 5.33 165.21
4 —3.84* 4.64 266.06*

Alternative 3 (MR,FR;, TDR,, TMM,, S;, G;)

1 2.22 3.48" 0.35
2 1.34 4.27 47.13
3 1.12 6.74 86.61
4 -0.87* 6.67 187.23*
Alternative 4 (MR, EDR,, TMM,, S;, G)

1 136 0.89* 68.74
2 —2.34 1.58 118.97
3 —2.89 2.72 166.54
4 —4.62* 1.85 225.99*

Note: LV denotes the log-likelihood; the asterisk indicates P ovder to vetain according to the criterion used.

Table 3.
Choice of the lag number of VAR (p) process.
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1 0 0 0 0 0 0

0.87"" 1 0 0 0 0 o}

Alt1(L)= -0.44 3.62"" 1 0 0 0 0
0.67 -5.857 -0.79"" 1 0 0 0

1.42"" 0.70™" 0.32" -0.44 1 0 s}

3,09 163" 0.52" 0.56° 072" 1 o

0.10 0.12 -0.00 0.01 0.00 -0.00 1

Vector autoregressive estimated is: MRy, FR,, TDR,, U, MMR,, S, Gi.

1 0 0 Q0 0 4}

-0.85™" 1 0 o 0 0

Alt2(L)=| o0.27 -1,79™" 1 o 0 0
1867 1.32™ -0.44 1 o] 4]

3.53"" 1.42" 0567 om72" 1 Id]

0.10 -0.00 0.01 0.00 -0.00 1

Vector autoregressive estimated is: MRy, EDRy, Uy, MMR,, 8, Gi)

1 0 0 0 0 0
0.78™ I 0 0 0 0
Alta(L)= 576" -0.86"" 1 0 0 0
0.23 -0.59""" 0.02 1 0 0
-6.36"" -1.12" -1.34" 2.52 1 0
0.00 0.06 -0.00 0.00 0.04 1|

—_—

Vector autoregressive estimated is: MRy, FR;, TDRy, MMR., Sy, G+.

1 0 0 0 o]
-0.35 1 0 0 0
Alt4(L)=| -0.45 0.07 1 0 0
-6.21 3.25™" 2,44™" 1 0
0.03 -0.05 0.06 0.01 1

—_

Veclor auloregressive eslimaled is: MRy, EDRy, MMR;, S;, G..

X p<0.01, ¥ p<0.05, ¥ p<0.1

Table 4.
SVAR estimates results for the four alternatives.
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Alt1
Period S.E. MR D(FR) D(TDR) U D(MMR) S G
1 1.82 0.04 0.50 1.58 29.01 1.00 67.63 0.00
2 2.39 2.03 5.90 1.10 24.92 1.23 61.03 3.75
3 271 1.83 6.76 293 21.94 1.85 61.39 3.27
4 2.78 1.75 8.16 3.32 21.51 2.06 59.98 3.18
5 2.86 1.77 7.53 3.07 29.72 1.94 53.01 293
6 3.17 1.97 6.57 3.77 35.50 1.68 47.87 2.60
7 3.48 212 5.44 3.77 42.08 1.51 42.85 2.20
8 3.68 227 4.98 3.89 42.84 1.65 42.32 2.01
9 3.70 2.36 4.90 3.83 42.67 1.88 42.43 1.89
10 3.86 2.39 5.16 3.75 41.77 2.06 42.98 1.851
Alt2
Period S.E. MR D(EDR) U D(MMR) S G
1 1.94 0.11 0.11 28.54 2.95 67.59 0.00
2 2.43 1.44 0.28 26.42 1.95 60.16 5.58
3 2.58 1.38 0.89 24.00 2.00 60.68 5.15
4 2.66 1.87 1.42 24.84 1.89 57.50 5.03
5 2.81 2.04 1.60 30.82 1.75 51.97 4.66
6 2.97 2.27 1.56 35.23 1.56 48.47 4.49
7 311 2.28 1.48 37.45 1.46 47.10 4.36
8 3.19 2.30 1.43 37.67 1.44 47.07 4.34
9 3.21 2.30 1.41 37.34 1.45 47.31 4.349
10 3.22 2.29 1.42 37.24 1.46 47.25 4.33
Alt3
Period S.E. MR D(FR) D(TDR) D(MMR) S G
1 1.74 0.00 0.20 0.91 4.79 94.08 0.00
2 2.35 2.18 6.64 0.64 4.72 81.92 3.87
3 2.68 1.94 9.56 4.19 5.43 75.81 3.04
4 2.84 1.88 13.29 3.86 6.08 72.04 2.81
5 2.95 1.92 15.14 4.39 6.51 69.28 2.72
6 3.00 1.93 16.46 4.28 6.89 67.74 2.66
7 3.02 1.94 17.15 4.31 7.08 66.81 2.68
8 3.04 1.93 17.53 4.27 7.16 66.38 2.69
9 3.05 1.93 17.71 4.27 7.20 66.17 2.70
10 3.05 1.92 17.79 4.26 7.22 66.07 271
Alt4
Period S.E. MR D(EDR) D(MMR) S G
1 1.89 0.10 0.19 6.90 92.75 0.00
2 2.47 1.14 0.13 4.28 82.12 5.97
3 2.71 1.01 0.15 4.22 79.41 5.21
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Alt4

Period S.E. MR D(EDR) D(MMR) S G

4 2.81 0.94 0.15 4.06 76.99 4.85
5 2.85 0.94 0.15 4.02 75.79 4.75
6 2.85 0.93 0.16 4.03 75.35 4.74
7 2.86 0.93 0.16 4.03 75.29 4.77
8 2.86 0.94 0.16 4.02 75.29 4.81
9 2.86 0.96 0.16 4.02 75.26 4.83
10 2.87 0.98 0.16 4.02 75.21 4.84

Notes: Cholesky ordering follow that of the four alternatives. The second column (S.E) shows the forecast error of the
variable at the given forecast horizon. The source of this forecast ervor is the variation in the current and future values
of the innovations to each endogenous variable in the VAR. The other columns give the percentage of the forecast
variance due to each innovation.

Table 5.
Variance decomposition of saving rates (Cholesky ordering).

Alt1 Alt2 Alt3 Alt4
23.54 29.50 27.41 33.20
22.72 27.47 27.69 32.28
20.20 24.18 25.27 31.54
21.88 26.15 25.43 32.72
21.19 26.48 25.37 32.70
21.56 26.46 25.37 32.63
21.75 26.38 25.35 32.60
22.03 26.29 25.35 32.60
21.97 26.22 25.35 32.61
21.74 26.21 25.34 32.
Table 6.

Variance decomposition of economic growth to saving rates.
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Chapter 4

Foreign Direct Divestment
Phenomenon in Selected
Sub-Saharan African Countries

Ombeswa Ralarala and Masenkane Happiness Makwala

Abstract

Foreign direct divestment can occur for either external or internal factors. The
determinants of FDI are also the same determinants for FDD. FDD might lead to
numerous negative economic factors such as a decline in economic development,
reduction in employment and might also cripple the facilitation in technology
transfers. In this paper, the FDD concept in the Sub-Saharan African countries was
investigated using annual data spanning from 1998 to 2018. The panel autoregres-
sive distributive lag was used to develop the FDD model. The findings of the panel
ARDL long run equation revealed that lending rates and urbanisation have a nega-
tive and significant influence on foreign direct investment. Further, the findings
revealed an insignificant influence of real gross domestic product per capita on
FDI. Finally, trade openness showed a positive significant impact on foreign direct
investment. We recommend policies that increase FDI through the cost of borrow-
ing since increasing this results in foreign direct divestment. Real gross domestic
product per capita cannot be used for policy making purposes in the study. Trade
openness makes a country more accessible on the world market and thus, policies
that promote foreign trade such as exporting complex and sophisticated products,
trade liberalisation, free trade agreements and open trade systems could help reduce
the presence of foreign direct divestment in the selected countries. Finally, urban-
isation deter foreign direct investment, therefore countries should invest more on
infrastructure and reduce poverty in rural areas to transform them into urban areas
to decrease urbanisation.

Keywords: foreign direct divestment, panel autoregressive distributive lag,
Sub-Saharan African countries

1. Introduction

Foreign investment and foreign trade remain interesting subject matters for
most researchers, economists and governments owing to their prestigious impact
on a country’s aggregate economy and its sectors. With that being mentioned,
notably less attention has been given to foreign direct divestment (FDD). FDD
seems to be the most neglected area of research and it seems as if there is not much
literature regarding this phenomenon. This study aims to address the FDD concept
in selected Sub-Saharan African countries. Foreign direct divestment is a concept
involving an adjustment in the ownership of a business that involves the partial or
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full disposal of an asset or a business unit [1]. Also, when there is an increase in the
general prices of goods, it is referred to as inflation and the opposite as deflation.
The same concept also applies when there is an increase in investment inflows

from foreign nationals to a domestic economy, it is referred to as FDI inflows for

the host economy and the opposite is referred to as FDD. This implies that foreign
direct divestment occurs when there is a decrease in foreign direct investment. Most
researchers, policy makers and governments seem to be mostly concerned about the
trends in FDI while totally neglecting putting measures that may reduce or sidestep
FDD to have consistent and stable FDI inflows and outflows.

FDD can occur for either external or internal factors. Garcia-Bolivar [1] suggests
that weak business climate seemingly contributes to a decision to divest as much as
there is no proven direct correlation. FDD might lead to numerous negative eco-
nomic factors such as a decline in economic development, reduction in employment
and might also cripple the facilitation in technology transfers. Among other rea-
sons, this might be because most developing and Sub-Saharan African countries use
FDI to fill the gap between domestic investment and savings due to their low levels
income. According to literature, the determinants of foreign direct investment are
the same for foreign direct divestment but with the opposite sign. However, no
consensus seems to have been reached regarding the determinants of FDI according
to past studies [2].

Boddewyn found that foreign direct divestment is the opposite of FDI. Before
divestment, there must be investment and there are also several studies across the
globe on foreign direct investment, such as studies by Kumari and Sharma [2];
Tahmad and Adow [3].

Most studies have already established that there is investment but tend to pay
little or no attention to the concept of divestment. This paper therefore aims to fill
research gaps in literature by attempting to find any occurrences of foreign direct
divestment during the period 1998-2018. The limited availability of data restricted
the study from including all developing and all Sub-Saharan African countries. The
countries under investigation are Botswana, Egypt, India, Namibia, Nigeria and
South Africa. This study attempted to find variables that are most likely to cause
foreign direct divestment. The chosen variables are real gross domestic product,
trade openness, lending rates and urbanisation. The rest of the paper is therefore
organised as follows, following the introductory section is Section 2 which presents
the trends of FDI in the selected Sub-Saharan, developing and emerging countries.
Section 3 presents the theoretical analysis of the macroeconomics of FDI and FDD.
Section 4 gives a brief review of literature followed by Section 5 which discusses
the methodology of the study. Section 6 focuses on the discussion of the empirical
results and the last section concludes the study and provides recommendations.

2. FDI trends in the selected Sub-Saharan, developing and emerging
economies

Figure 1 shows the trends of FDI inflows as a percentage of GDP for six coun-
tries from 1998 to 2018. The trends give an idea whether these countries are failing
to attract FDI or it is merely investors losing interest. In the year 1999, Namibia was
experiencing better inflows reaching a peak of roughly 11% than all other countries
until it rapidly dropped in the year 2001. In South Africa, FDI inflows increased
rapidly from 0.71% in 2000 to 6% and then significantly dropped within a year and
this occurrence of foreign direct divestment was highly perceptible.

Botswana’s vulnerability to external economic shocks was experienced during
the global financial crisis of 2008. FDI inflows declined as signposted by [5] due
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Figure 1.
FDI inflows as a percentage of GDP for the 1998 to 2018 period [4].

to the low global demand for minerals, which led to a sharp decline in commodity
prices and volumes traded and this translated into provisional closures of diamond
mines, and possible job losses. The country’s dependence on minerals which are
finite left it more susceptible to external economic shocks and this further entails
that the country is nothing without its diamond mining. Also, evidence pointed out
that Botswana has gone from being low-income nation to an upper-middle income
country after the discovery of the diamond mine, with an increased real GDP aver-
aged at 4.6% between 1994 and 2011 [5].

All countries experienced a foreign direct divestment after the world financial
crisis in 2008 of which Namibia and Egypt mostly recovered in 2010 and 2011
respectively. This was the most severe financial crisis the world economy has ever
faced since the Great Depression. These countries need to find ways that attract
foreign investment to earn foreign currency and bring employment opportunities to
their respective economies. In addition, Namibia’s inflows seem to be upward trend-
ing over the years moving away from the mean average, say 1.5%. However, FDI
inflows to developing countries remained quite stable since 2004 with an increase of
roughly two percent relative to a decrease of 27 percent for developed economies [6].

The world recession owing to the global financial crisis was highly perceptible
in 2008 as shown in Figure 2. This occurrence of foreign direct divestment was not
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Figure 2.
World FDI inflows (US$ trillion) for the 1998 to 2018 period [4].
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only experienced by developing and emerging economies as discussed earlier in
Figure 1 but the world economy as well. The world economy experienced another
fall in FDI inflows from 2016 and this decline seem to be noticeable again in 2018
onward. In addition, world FDI flows continuously declined by 13 percent in 2018.
This decline was due to United States (US) intercontinental enterprises through
returns at US of tax reforms and foreign earnings [7].

The occurrence of foreign direct divestment in 2018 could also have been
induced by the spillover effects of the US-China trade wars which could have
affected the world economy through trade openness (measured by the sum of
imports and exports) and made it difficult for some countries (particularly devel-
oping countries) to be accessible in the world market. US has since imposed tariffs
of around $436 billion on Chinese goods since July 2008 until July 2019 and this
trade war was significant and most likely to effect in some economic displacements
[8]. The spillover effect of the US-China trade war is that both these countries affect
any significant trade, economic and investment links and any direct foreign invest-
ment links with their respective trading partners [8].

3. The macroeconomics of foreign direct investment and foreign direct
divestment: theoretical analyisis

The FDI trends discussed earlier in Section 2 have precisely shown the move-
ment of foreign direct investment changing its direction heading to foreign direct
divestment. This was due to the global financial crisis and the spillover effects of the
US-China trade wars. That said, Macek [9] postulated that the dynamic economic
progresses in the flow of economic and financial crisis have shown the likelihood of
foreign direct investment changing its course resulting to FDD. This implies that FDI
and FDD cannot occur simultaneously in a single economy, but each may occur in
either South Africa, Nigeria, Egypt etc. The determinants of FDD are said to recip-
rocate those of FDI but with the opposite sign as suggested by Boddewyn [10]. This
theory was developed from Dunning’s theory of FDI. This implies that theoretical
analysis of FDI concept also applies to FDD but in reverse. There are various studies
that paid too much attention on FDI discussions but ignore the other side of the coin.
This is like a detective who focuses on how to catch criminals but does not investigate
the reasons for crime and how to prevent it. Here is what theory says concerning the
rationale for both foreign direct investment and foreign direct divestment:

3.1 Dunning’s FDI theory

There are three basic conditions that must be met for FDI to take place as
postulated by Dunning [11]. (i) a firm has net competitive exclusive advantages in
relation to other countries in serving specific markets. That said, these exclusive
advantages are at least for a period notably to the firm or country owning them and
mostly take form of the ownership of tangible assets. (ii) Assuming that the first
condition is met, the firm owning these advantages must benefit when utilising
them on its own relative to leasing or selling them to foreign firms. This implies that
it must benefit through internalisation from its own activities in rather than exter-
nalising them through contracts and or licencing to foreign firms. (iii) If condition
(i) and (ii) are assumed to have been satisfied, the firm must be profitable when
utilising these advantages in alignment with a minimum of one factor input (natu-
ral resources included) outside its geographical borders. If not, Dunning stated
that domestic markets would be served solely by domestic production and foreign
markets by exports.
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These three conditions explain the rationale for a firm to engage in FDI and
international production activities if it has more ownership advantages, the better
the incentive it holds to internalise them and the more it finds it more profitable to
exploit them beyond its geographical boundaries [11]. This implies that these condi-
tions are interrelated and must be satisfied simultaneously, and if not, FDI activities
are more likely to change direction to divestment.

3.2 Boddewyn’s FDD theory

Boddewyn’s [10] used Dunning’s theory of FDI to develop the foreign direct
divestment concept. Boddewyn stated that violating at least one of Dunning’s con-
ditions of FDI would lead to foreign direct divestment. FDD occurs when: (i) a firm
no longer has net competitive advantages over firms of other countries; (ii) or if it
has the net competitive advantages, they are no longer beneficial for self-use rather
than renting or selling them to foreign firms; (iii) or the firm no longer realise
profits from using its internalised net competitive advantages beyond its national
boundaries (i.e., the firm now finds it profitable to produce locally to domestic
markets and export the surplus to foreign markets). This theory is quite simple
and straightforward since it was adopted from Dunning’s FDI theory. If one pays
close attention, the differences between these theories is the opposite sign and the
keywords “and” and “or” for the FDI and FDD theories, respectively. As mentioned
earlier, Dunning’s theory requires all the conditions to be met, hence the word “and”
while Boddewyn’s theory requires at least one condition [10]. Also, violating at least
one of the Dunning’s conditions to FDI leads to FDD. Therefore, these two theories
extensively explain the rationale for both FDD and FDI to take place.

4, Literature review

This section is divided into theoretical (which adds to the theories already
discussed in Section 3) and empirical literature reviewed by the study.

4.1 Theoretical review
4.1.1 The eclectic pavadigm theory

Based on Dunning’s three conditions in the Eclectic Paradigm, Boddewyn [10]
found that foreign direct divestment occurs when a firm no longer enjoys the net
competitive advantages over firms of other economies; or when it has competitive
advantages but is not profitable to adopt these advantages; or it no longer benefits
or enjoys less benefits to remain in other foreign markets through this mode as
discussed earlier. In other words, Boddewyn [10] found that foreign direct divest-
ment is the opposite of FDI, which entails that before divestment, there must be
investment. According to the eclectic paradigm, multi-national corporations engage
in foreign direct investment based on three advantages: ownership, location and
internalisation advantages.

4.1.2 Strategic motivations of foreign direct investment
Strategic Motivations of Foreign Direct Investment was also adopted by the
study. This theory was established by Knickerbocker [12] and later advanced by

Graham [13, 14]. The distinguished feature of the strategic approach to FDI is that
it believes that an initial inflow of FDI into a country will produce a reaction form
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the local producers in that country, so that FDI is a dynamic process. Dunning [15]
explains that the process from the domestic producers can either be aggressive or
defensive in nature. An aggressive response would be a price war or entry into the
foreign firm’s home market while a defensive response would be an acquisition or
merger of other domestic producers to reinforce market power.

4.2 Empirical review

The influence of trade openness and real gross domestic product (GDP) per
capita on FDI is controversial and little or no attention has been paid on FDD. It also
seems as if there is no data available for the FDD proxy. However, Chen and Wu [16]
add that the determinants of foreign direct investment are also the determinants
for foreign direct divestment but with the opposite sign. Therefore, the study will
review theoretical and empirical literature on foreign direct investment.

On utmost occasions, it is common that countries seek to attract FDI for several
reasons, with various beliefs that FDI allows for more variety of positive societal
activities that enable the flow of capital across nations. The variables found to be the
most significant determinants of foreign direct investment are openness, market
share, return on investment, infrastructure, market size, human capital, real labour
costs, exchange rates, political risks, agglomeration and government incentives [2].

Past experiences provide an abundant clarification that FDI encourages exports
and allows domestic firms and infant industries to enter the world markets while
operating resourcefully by adopting latest technologies and attempt to be competi-
tive, which highlights economic freedom worth to attracting FDI [17] and confirms
the cause-and-effect mechanism for exports. Lipsey [18] defines the macroeco-
nomic view as perceiving foreign direct investment as a specific system capital flow
across national borders, from home economies to host economies, measured in
statistics of balance-of-payments. These flows give rise to a precise form of capital
stocks in host economies, precisely the value of home economy investment in
entities, such as corporations, regulated by a home-country owner, or where home-
country owner has a certain share of voting rights.

The Keynesian theory of investment by Keynes and Fisher as supported by
Baddeley [19] and Alchian [20] state that speculations are made until the present
estimation of future expected incomes at the margin equal to the opportunity cost
of capital. Further, the return on speculation equals to Fisher’s internal rate of
return and Keynes’ nominal productivity of capital. The theory highlights the sig-
nificance of interest rates for investment decisions. A decrease in the interest rates
amount to a decrease in the cost of investment in relation to the possible returns.
According to this theory, a firm will only invest if the discounted return exceeds the
cost of the project. Keynes yet believed that savings do not rely on interest rate but
on level of income [21].

Khamis, Mohd and Muhammad [22] attempted to find the influence of infla-
tion rate and GDP per capita on FDI inflows in United Arab Emirates during 1980
to 2013. The study used the ARDL model to examine the long-run relationships
between the dependent and independent variables. The findings of the study
revealed that inflation has no significant influence on FDI inflows. However GDP
per capita proxy used for market size was found to have a significant positive effect
on FDI inflows.

There are empirical studies such as those by Edwards [23], Gastanaga, Nugent
and Pashamiva [24], Asiedu [25], Na and Lightfoot [26], Cevis and Camurdan
[27], Rogmans and Ebbers [28], Bagli and Adhikary [29], Donghui, Yasin,

Zaman and Imran [30] found that FDI was positively related to trade openness
of any economy. Musyoka and Ocharo [31] attempted to find the effect of real
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exchange rate, competitiveness and inflation on foreign direct investment in
Kenya using time series data for the 1970 to 2016 period. The study used ordinary
least squares regression technique for the variables in study. The findings of the
study concluded that competitiveness has a positive and significant influence

on FDI inflows, inflation was insignificant for the studied period which concur
with the findings of Khamis et al. [22], and lastly real interest rates and exchange
rates were found to have a negative significant impact on FDI inflows in Kenya.
The study recommended that there is need for favourable interest rates, desir-
able exchange rates and trade liberalisation over comprehensive programmes to
trade reforms, aimed to open the economy and increase its competitiveness, and
government must encourage freedom of foreign capital transactions and
competition in the local markets.

Kumari and Sharma [2] identified key determinants of FDI inflows in develop-
ing countries using unbalanced panel data for the 1990 to 2012 period. The study
selected 20 developing countries from the South, East and South-East Asia. Using
seven explanatory variables (market size, infrastructure, trade openness, interest
rate, inflation, human capital and research and development), the study attempted
to find the best fit model from the two models in consideration (fixed effect model
and random effect model) with the help of Hausman test. The findings have shown
that fixed effect estimation confirms that interest rates, market size, trade openness
and human capital yield significant coefficients relative to FDI inflow for the panel
of developing countries under study. In addition, findings revealed that market size
was the most significant determinant of FDI inflow. The authors recommend than
interest rates and inflation must be controlled and monitored since they have an
influence on FDI.

Tahmad and Adow [3] investigated the long-run equilibrium relationship of
trade openness and foreign direct investment in Sudan by sector during the 1990
to 2017 period. The study used the Johansson co-integration technique and the
findings revealed that there is a long-run equilibrium co-integration between trade
openness and FDI inflows estimated at negative 0.53 for the aggregate economy
when trade openness is measured in terms of the sum of exports and imports over
GDP. The degree of openness was estimated at positive values of 0.55, 0.17, and
0.9 for the industrial sector, the aggregate economy and the agricultural sector
respectively. The findings indicated that for the studied period, FDI flows for the
aggregate economy by sector are influenced by the extent of trade openness in terms
of their combined measurement. Furthermore, the greatness of the extent of the
industrial trade openness model is a strong one and the government must prioritise
this sector regarding exports. The government must also encourage the manufac-
turing sector, thus promoting attentiveness of FDI in the country’s production sec-
tors and developing infrastructure, particularly those which support the paradigm
that Sudan, like various Sub-Saharan African countries, should promote its primary
exports to convert from a developing country to a developed one. The study sug-
gests that, according to size of industrial sector trade openness degree, government
should use more energy for it to expand and detect this sector as a leading sector
utilising trade efficiently and therefore prioritise it in the export.

5. Methodology

This section discusses the methodology used in the study which was inspired by
the FDI theory and the interest rates and investment theory. The study adopts an
econometric model by using the panel ARDL procedure to examine occurrence of
foreign direct divestment in Sub-Saharan countries [32].
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5.1 Data

The study used panel annual data of six countries in the Sub-Saharan econo-
mies, emerging and developing economies from 1998 to 2018 due to availability of
data and these countries were randomly selected to avoid any biases. The selected
countries are South Africa, India, Nigeria, Italy, Egypt and Botswana. The second-
ary data for the following variables: foreign direct investment, trade openness,
lending rates, real gross domestic product per capita and urbanisation was obtained
from the World Bank.

FDI, = «+ B,LOPENNESS, + 3,LR, + /;,LRGDP, + B,URB, +¢, (1)

where « = represents the constant parameter, LOPENNESS = log of trade
openness measured by the sum of imports and exports. Trade openness is expected
to have a positive influence on foreign direct investment according to the FDI
theory. LR = lending rates which represents the cost of borrowing. Lending rates
are expected to have a negative impact on foreign direct investment according to the
inverse relationship between interest rates and investment theory. LRGDP = log of
real gross domestic product per capita proxy for market size. URB = urbanisation as
a percentage of total population.

5.2 Empirical analysis

The following econometric measures are undertaken to investigate the exis-
tence of foreign direct divestment in the Sub-Saharan, developing and emerging
economies.

5.2.1 The panel unit root test

Before testing for long run cointegration among variables, the study used several
tests for stationarity. The panel unit root test is conducted to determine the order of
integration among variables which helps in identifying the best suitable model for
the data used in the study. The several approaches to unit root testing used in the
study for the panel data were Levin, Lin and Chu (2002) (LLC) test; Im, Pesaran,
Shin (2003) (IPS) test and the Fisher- Augmented Dickey-Fuller (ADF) test as
supported by Maddala and Wu [33].

5.2.2 The panel cointegration test

The panel cointegration test is useful when examining the existence of long run
relationships between the regressors and the regressed variables. The Kao panel
cointegration test which follows the same basic approach as the Pedroni test extends
the Engle-Granger [34] framework to panel cointegration test. The distinct feature
of the Kao test from the Pedroni test is that it typically stipulates the cross sections
exact intercept and similar coefficients of regressors on the early stage. Also, the
Kao and the Pedroni panel cointegration tests are generally used to examine the
long run relationship between variables used in a study [35]. The Johansen-Fisher
cointegration test uses the findings of the individual independent tests [36]. The
Johansen-Fisher panel cointegration pioneered by Maddala and Wu [33] to examine
the cointegration in panel data by incorporating the test from individual cross
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sections to get a test statistic for the whole panel. Say the n_i is the p-value from the
distinct cointegration test for cross section i, under the null hypothesis of the panel.

—Zilog(xzﬂi ) - x?*2N Q)

i-1

Therefore, the value of x” is built upon the MacKinnon-Haug-Michelis p-values
for Johansen’s cointegration trace test and maximum eigenvalue test.

5.2.3 The panel autoregressive distributed lag procedure

The autoregressive distributed lag (ARDL) procedure supported by Pesaran et
al. [32] which combines lags of both explained and explanatory variables as regres-
sors is used in the study. The ARDL model is used owing to its ability to join small
sample size data and yet generating useful findings [34, 37]. Johansen and Juselius
[37] point that the traditional cointegration technique have fewer advantages
compared to ARDL that has several advantages. First, it requires small sample size,
with variables that are pure I(1), purely I(0) or integrated at different orders of
integration but not I(2) [37]. Secondly, it does not require variables to be integrated
in the same order compared to the Johansen cointegration approach. Thirdly, ARDL
approach caters for any structural breaks in a time series. And lastly, this approach
carries a method of measuring the long run and short run findings of one variable
on the other and as well distinct both once an appropriate selection of order of the
ARDL model is made [38]. Regardless of these advantages, the study employed this
model due to its small sample sized panel data and the variables used are integrated
at different orders of integration.

6. Results and discussion

Levin, Lin & Chu, Im, Pesaran and Chin W-stat and Augmented Dickey Fuller —
Fisher Chi-square tests were employed to perform the panel unit root test and it
was discovered that the variables are integrated at different orders of integration
[I(0) and I(1)] and none of which are I(2). This gave justification to use panel

ARDL. For instance, foreign direct investment was stationary at level, I (O) forall
tests. Trade openness was stationary at (1) for IPS and Fisher-ADF. Further,

lending rates became stationary at 1%, 5% and 10% level of significance for all tests
after first differencing. Gross domestic product was stationary at I(1) for LLC at

10% level of significance and IPS and Fisher-ADF at 5% respectively. Finally,
urbanisation was stationary at I(1) for all tests (Table1).

Having established the order of integration for the panel series, the next step is
to examine the probability of long-run association between variables. The study will
begin with the Kao panel cointegration test. The p-value of 0.004 in the ADF test is
less than 0.05 and thus the null hypothesis of no cointegration is rejected and fail to
reject the alternative hypothesis of cointegration between the variables. Therefore,
the variables have a long run relationship according to the Kao panel cointegration
test (Table 2).

The test results of the Johansen Fisher panel cointegration with linear determin-
istic trend test are shown in Table 3. Johansen Fisher panel cointegration test results
indicate that the trace statistic has five cointegrating equations and the Fisher
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Variables Tests Test equations P-value P-value [1st
[level] difference]
FDI LLC Individual & intercept 0.0177 _
Individual, intercept & trend 0.0113 _
IPS Individual & intercept 0.0053 _
Individual, intercept & trend 0.0812 _
Fisher- Individual & intercept 0.0051 _
ADF Individual, intercept & trend 0.0888 _
LOPENNESS LLC Individual & intercept 0.028 0.0022
Individual, intercept & trend 0.5713 0.1015
IPS Individual & intercept 0.0511 0.0011
Individual, intercept & trend 0.5015 0.0682
Fisher- Individual & intercept 0.1048 0.0028
ADF Individual, intercept & trend 0.5017 0.0996
LR LLC Individual & intercept 0.2676 0.0000
Individual, intercept & trend 0.1315 0.0000
IPS Individual & intercept 0.1922 0.0000
Individual, intercept & trend 0.0743 0.0000
Fisher- Individual & intercept 0.1903 0.0000
ADF Individual, intercept & trend 0.0856 0.0000
LRGDP LLC Individual & intercept 0.3227 0.0974
Individual, intercept & trend 0.4345 0.0782
IPS Individual & intercept 0.9084 0.0117
Individual, intercept & trend 0.6837 0.0309
Fisher- Individual & intercept 0.5518 0.0160
ADF Individual, intercept & trend 0.2319 0.0428
URB LLC Individual & intercept 0.0829 0.0000
Individual, intercept & trend 0.0039 0.0000
IPS Individual & intercept 0.9798 0.0000
Individual, intercept & trend 0.0009 0.0000
Fisher- Individual & intercept 0.6535 0.0000
ADF Individual, intercept & trend 0.0002 0.0007

Source: Author’s compilation from E-views.

Table 1.
Summary of panel unit root test vesults.

maximum-eigen test also shows five cointegrating equations at a 10%, 5% and 1%
significance level. The first four equations shows that all p-values are statistically
significant at 10%, 5% and 1% level of significance respectively (only one equation
at 10%) thus rejecting the null hypothesis of no cointegration. This indicates that
there is long run relationship between the variables.

In Table 4, the test results of Johansen Fisher panel cointegration with no
deterministic trend test indicates that all p-values are significant at 10%, 5% and
1% level of significance respectively (only the last equation at 10%). Therefore, the
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Variable t-Statistic P-value
ADF —3.385868 0.0004
Residual variance 3.624602
HAC variance 1.520078

Table 2.

Kao panel cointegration test results.

Hypothesised no. of Fisher stat.* Prob. Fisher stat.* Prob.
CE(s) (from trace test) (from max-eigen test)

None 187.9*** 0.0000 128.2*** 0.0000
Atmost1 91.75*** 0.0000 57.50*** 0.0000
At most 2 44.24*** 0.0000 35.63*** 0.0004
Atmost 3 19.57* 0.0756 18.73* 0.0953
At most 4 14.56 0.2664 14.56 0.2664

Note: *, **, and *** indicate that the p-values are significant at 10%, 5% and 1% level of significance respectively.
The Fisher’ test applies vegardless of the dependent variable.

Table 3.
Johansen Fisher panel cointegration with linear deterministic trend test.

Hypothesised no. Fisher stat.* Prob. Fisher stat.* Prob.
of CE(s) (from trace test) (from max-eigen test)

None 192.5*** 0.0000 105.9*** 0.0000
Atmost1 108.7*** 0.0000 62.16™** 0.0000
At most2 62.58*** 0.0000 40.67*** 0.0001
Atmost3 37.08*** 0.0002 32.36*** 0.0012
At most 4 19.05 0.0874 19.05 0.0874

Note: *, **, and *** indicate that the p-values are significant at 10%, 5% and 1% level of significance respectively.
The Fisher’s test applies vegardless of the dependent variable.

Table 4.
Johansen Fisher panel cointegration with no deterministic trend test.

null hypothesis of no cointegration is rejected, indicating that there is a long run
relationship between the variables.

Table 5 shows the test results of the Johansen Fisher panel cointegration with
Quadratic deterministic trend test. The results indicate that all p-values are signifi-
cant at 10%, 5% and 1% level of significance, meaning that the null hypothesis of
no cointegration is rejected. This indicates that the variables are cointegrated in the
long run.

Table 6a and b show the Autoregressive Distributive Lag Short Run and Long
Run Results. The long run results indicated that there is an insignificant long run
relationship between gross domestic product and FDI (dependent variable) and can-
not be used for policy making purposes in this study. These findings contradicts with
the findings of Pegkas [39] with FDI as an independent variable. Further, the results
showed that lending rates coefficient had a negative significant long run impact on
FDI at 5% level of significance. This indicates that if lending rates were to increase
by one percent, FDI for the panel six Sub-Saharan and developing economies would
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Hypothesised Fisher stat.* Prob. Fisher stat.* Prob.
no. of CE(s) (from trace test) (from max-eigen test)

None 283*** 0.0000 387.1%** 0.0000
Atmost 1 102.2*** 0.0000 64.2"** 0.0000
At most 2 54.83*** 0.0000 26.8*** 0.0083
At most 3 40.32%** 0.0001 28.75*** 0.0043
At most 4 35.46** 0.0004 3546*** 0.0004

Note: *, **, and *** indicate that the p-values are significant at 10%, 5% and 1% level of significance.

Table 5.

Johansen Fisher panel cointegration with quadvatic deterministic trend test.

Variable Coefficient Std. Error t-Statistic P-value

(a) Long run results

LRGDP -1.411786 8.392655 —0.168217 0.8669
LR —0.167845 0.080281 —2.090724 0.0400
LOPENNESS 20.6322 1.689844 12.20953 0.0000
URB —2.236179 0.49482 —4.519181 0.0000

(b) Short run results

ECT(-1) —0.925834 0.33952 —2.726895 0.0080
D(FDI(-1)) 0.131771 0.23861 0.552243 0.5824
D(LRGDP) —-1.231988 3244146 —0.037976 0.9698
D(LR) 0.308568 0.138535 2.227367 0.0290
D(LOPENNESS) —4.313282 4.535335 —0.951039 0.3447
D(URB) —4.99435 2.965234 -1.684302 0.0963
C 69.30302 26.85282 2.580847 0.0118

Notes: D-denotes differenced results for short run.

Table 6.
(a and b) Autoregressive distributed lag short run and long run results.

decrease by 16.7845%. The findings are in line with Musyoka and Ocharo [31] who
discovered that real interest rates have a negative significant impact on foreign
direct investment inflows. This further implies that increasing the cost of borrowing
will lead to foreign direct divestment in the countries, thus resulting in a decline in
inflows. This also indicates that FDI is particularly sensitive to increase in cost of
borrowing as suggested by theory on interest rates and investment.

Trade openness had a positive significant long run relationship with FDI at
10%, 5% and 1% level. This concur with the findings of Kumari and Sharma [2]
which revealed that trade openness was significant at 10% level. Furthermore, these
findings supports the FDI theory that states that for investment purposes, degree
of openness indicates the ease with which a host country is accessible in the world
market. Finally, urbanisation showed a negative significant long run relationship
with FDI at 10%, 5% and 1% level of significance.

The relationship between the coefficients in Table 6 can also be represented
in an equation to further understand their meaning and their influence on FDI.
Lending rates and urbanisation both had a significant negative influence on foreign
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direct investment indicating that an increase in these variables would lead to what
we refer to as foreign direct divestment for these selected Sub-Saharan and devel-
oping economies. Trade openness showed a positive significant influence on FDI,
implying increasing trade openness increases FDI and a decrease leads to foreign
direct divestment.

FDI, = o« +20.6322LOPENNES,, +20.6322LR, +-1.4117LRGDP,
+-2.2362URB, +¢, (3)

In the short run, the critical part of the analysis is the error correction term
(ECT), which must always be negative according to theory otherwise the model
will be explosive and may never return to equilibrium if it is positive. ECT is also
referred to the speed of adjustment which shows whether the estimated economic
models will be able to return to equilibrium or not and at what speed.

The estimated speed of adjustment, which is at —0.925834, has a negative sign
and it is significant at 1% level of significance, as expected by theory. A highly
significant speed of adjustment also confirms the existence of cointegration among
the variables and a stable long run relationship. This indicates that there is a long-
run causality running from the independent variables to the dependent variable and
that approximately 93 percent of disequilibrium is corrected each year. It will take
93 percent each year for foreign direct investment activity to return to equilibrium,
which is not a slow movement back to equilibrium.

7. Conclusion and recommendations

The aim of the study was to investigate the presence of any noticeable foreign
direct divestment, that is any perceptible rapid drop of FDI inflows in the Sub-
Saharan African countries using annual panel data from 1998 to 2018. The FDI
inflows trends established that there was a rapid decline of FDI inflows for all
selected countries after the 2008 global financial crisis and the spillover effects
US-China trade war. The study used panel autoregressive distributed lag to deter-
mine long run and short run equation for variables that are likely to influence
foreign direct investment. The study began by testing for unit root using Levin,
Lin & Chu, Im, Pesaran and Chin W-stat and Augmented Dickey Fuller — Fisher
Chi-square tests and it was discovered that the variables are integrated at different
orders of integration [I(0) and I(1)] and none of which are I(2). The Kao and the
Johansen Fisher panel cointegration tests confirmed the long run cointegration
among the variables.

The findings of the long run equation revealed that lending rates and urbanisa-
tion have a negative and significant influence on foreign direct investment. Further,
the findings revealed an insignificant influence of real gross domestic product
per capita on FDI. Finally, trade openness showed a positive significant impact on
foreign direct investment. This was in line with the FDI theory that states that for
investment purposes, degree of openness indicates the ease with which a host coun-
try is accessible in the world market. The error correction model also divulged that
approximately 93% of disequilibrium will converge towards equilibrium annually.

Like any quantitative or econometrics research, this study also had some limi-
tations. For instance, the period of study ended in 2018 due to unavailability of
data for some countries. Lack of data and literature on foreign direct divestment
and the absence of data on key variables such as corruption, political risks, labour
costs, natural resources and exchange rates may be perceived as limitations. Also,
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controlling variables such as corruption, exchange rate, political risk and labor cost
could make significant improvements to this study. The study also have practical
and significant implications for researchers, scholars, governments, policy makers,
managers and notably foreign investors.

We recommend policies that increase FDI through cost of borrowing since
increasing interest rates result in foreign direct divestment. Real gross domestic
product per capita (market size) cannot be used for policy making purposes in the
study. Trade openness makes a country accessible on the world market, therefore,
policies that promote foreign trade such as exporting complex products, shifting
production capabilities from raw materials to more sophisticated products and
services, reduce dependence on the primary sector, trade liberalisation, free trade
agreements and open trade systems could help reduce the presence of foreign direct
divestment in the selected countries. Finally, urbanisation deter foreign direct
investment, therefore countries should invest on infrastructure and reduce poverty
in rural areas to transform them into urban areas to reduce urbanisation.
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Chapter 5

Taxation and Redistribution

against Inequality: A Mathematical
Model

Maria Letizia Bertotti

Abstract

Reducing inequality is a tremendously important sustainable development goal.
Albeit providing stylised frames for modelling, also mathematics can contribute to
understanding and explaining the emergence of collective patterns in complex
socio-economic systems. It can then effectively help to identify actions and
measures to be taken and support policy-makers towards adoption of conceivable
welfare measures aimed at halting the growth of inequality. Based on these
assumptions, we here discuss some variants of a mathematical “micro-to-macro”
model for the dynamics of taxation and redistribution processes in a closed trading
market society. The model has an exploratory character resulting from possible
tuning of various parameters involved: through its analysis, one can foresee the
consequences on the long-run income distributions of different fiscal policies and
differently weighted welfare policies, interventions, and subsidy provision, as well
as the impact of the extent of tax evasion. In short, the model shows that in the long
term redistributive policy results in a lower level of economic inequality in society.

Keywords: taxation and redistribution, welfare, income distribution, economic
inequality, mathematical models

1. Introduction

Income disparities and economic inequality are all but recent problems. They
are, however, becoming worryingly and increasingly significant (for a few refer-
ences in this regard see e.g. [1-7]). In fact, reducing inequality within and between
countries is one of the sustainable development goals included in the 2030 Agenda
of by the United Nations General Assembly. Certainly, such an objective is, as least
in the first instance, a main responsibility and competence of economists and
policy-makers. Nonetheless, mathematics can provide some hints and contributions
towards it.

The goal of this chapter is to provide a brief illustration of the role that mathe-
matics can play in this regard. By way of example, we will recall an elementary (first
approximation) model first proposed by Bertotti in [8], together with some variants
and extensions of it, developed and investigated in a series of other studies by
Bertotti et al. [9-13].

The approach of this model can be seen as a contribution attempt in the spirit of
complexity economics. This paradigm, which began to take shape in the late 1980s,
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looks at the economy as an evolving system, not in equilibrium, and puts emphasis
on the process through which structures and patterns emerge from the micro-
interactions (see e.g. [14-16]). Similarly, the perspective of the model here
discussed is to put the interactions among heterogeneous individuals at the very
heart of the question. These interactions lead to self-organised collective features
and macro-observables, which emerge from the system as a whole.

It should be noted here that during the last two/three decades a research line has
been developing, not only but mostly among the physicist’s community, which
addresses socio-economic questions and phenomena using ideas, methods and
tools, which have their roots in statistical mechanics and the kinetic theory of gases.
An explanation for that comes from the existing analogy, for example, between
complex systems composed by a number of individuals who interact exchanging
money with each other (may be participating in a financial market) and physical
systems consisting of a huge number of particles (atoms or molecules), which
interact with each other undergoing collisions.

A variety of tools and techniques, including for example Boltzmann type equa-
tions, Fokker-Planck type equations, Ising type models and agent-based simula-
tions, have been adapted and employed in this connection. See for example
references [17-21] and the survey papers [22, 23] that offer an interesting historical
perspective and also contain extensive bibliographies.

The model developed in the paper [8] and then further generalised and explored
in subsequent work [9-13] differs to a great extent from those we know belonging to
the mentioned literature strand. The motivation behind [8] was precisely to under-
stand how the taxation process and diverse fiscal systems could affect the income
distribution of a population. Aiming at modelling a fiscal system with taxes on
personal income levied at a finite number of progressive rates, with high-income
earners expected to pay more than low-income earners, as in the case of the Italian
IRPEF (Imposta sul Reddito delle Persone Fisiche), the most natural approach
seemed to be one dividing a population into a finite number of income classes. This is
the reason behind the construction of a discrete framework, suitable for the formu-
lation of the model, which will be briefly recalled in the next section. Albeit
expressed using a system of ordinary differential equations (ODE)—as many as the
income classes in the society—the model incorporates stochastic and probabilistic
components. In a nutshell, the ODE system governs the evolution in time of the
income distribution, generated by a whole of money exchanges expressing binary
individual interactions, and a whole of withdrawals and earnings of the individuals,
due to taxation and redistribution. Specifically, each differential equation in the
system describes the variation in time of the fraction of individuals belonging to a
certain class. As we will see in the next section, the framework allows possible tuning
of various parameters (the frequencies with which the interactions are supposed to
occur, the probability that in an encounter between two individuals the one who
pays is one or the other, the tax rates or other) that give it an exploratory character.

The study of the dynamics of the model, supported by some analytical results
and, inevitably, largely pursued through numerical simulations (performed using
Mathematica software [24]), focuses on the asymptotic behaviour of the system.
What all simulations suggest is that after a sufficiently long time the solutions of the
equations reach a stationary state corresponding to an income distribution, which
depends on the total wealth and the interaction parameters, but not on the specific
initial distribution. This stationary state represents in fact a macro-observable fea-
ture. At the micro-individual level, the economic exchanges continue to take place
and the situation is a non-equilibrium one.

The interest is to find and compare one with the other different shapes of the
asymptotic income distributions corresponding to different fiscal policies. In this
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connection, the model shows that over time redistributive policy leads to a
reduction of economic inequality.

The rest of the chapter is organised as follows:

In Section 2, we recall the framework of the original model.

In Section 3, we revisit some insights and extensions of the model discussed in
previous work. The issues include the following:

* the occurrence of fat tails of the asymptotic income distribution in cases with a
high number of classes;

* the existence of a very good fit of certain asymptotic income distributions with
cases (characterised by suitable parameters) of the x-generalised distribution
introduced by Kaniadakis [25] and then analysed in connection with real data
in the works [26, 27];

* the incorporation in the model of an additional welfare form;

* the analysis of the negative correlation between economic inequality and social
mobility predicted by the model;

* the effect of tax evasion.

In Section 4, a novel application of the model is developed, which shows the
impact of different fiscal policies.
Section 5 contains concluding considerations.

2. General framework

Referring the reader to the paper [8] for further explanations and details on the
mechanism behind the formulation of the proposed framework, we recall here that,
if n denotes the number of income classes of a population, characterised by their
average incomes 1 <7, < ... < 7y, and x;(t), withx; : R — [0, +o0) fori = 1,2, ...,n
denotes the fraction at the time ¢ of individuals belonging to the i-th class (with the
normalisation _;_x; = 1), the variation in time of the quantities x;(¢) may be
thought to obey a system of differential equations of the form

dx;dt = Z Z(Cﬁlk + Tlthk] (x))xhxk — X; Zxk, i=1,2,..,n. (1)
k=1

h=1 k=1

b

The coefficients CZk s and the continuous functions thhk] s in (Eq. (1))
incorporate the instructions for the variation of the fraction of individuals (i.e. the
movement of individuals) from one class to another. They keep into account
“impoverishment and enrichment” due both to direct money exchanges taking
place between pairs of individuals and to the (small) withdrawals and earnings of
each individual, due to taxation and redistribution, processes that are here
considered as occurring in correspondence to each transaction. More precisely,

i € [0, +-00) expresses the probability density that an individual of the z-th
class will belong to the i-th class after a direct interaction with an individual of the
k-th class. Accordingly, the identity "7 ,Ci, = 1 has to be satisfied for any fixed &
and k;
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want, as is the case in the model at hand, to treat a case in which the total amount of

. T’thk] : R” — R expresses the variation density in the i-th class due to an
interaction between an individual of the %-th class with an individual of the k-th

class. The functions Tl[lhk] are required to satisfy Z:’:lTlthk] (%) = O for any fixed &,

k and x €R”.

Specific expressions for these quantities have to be carefully calibrated if we

money is constant. Towards this, let

from an k-individual to a k-individual can be thought, bypassing the government, as

* S denote a fixed minimum amount of money that individuals may exchange;

* Pk (for h,k = 1,2, ...,n) denote the probability that in an interaction between

an individual of the %-th class with an individual of the %-th class, the one who
pays is the former one. In principle, no interaction may occur between

individuals of two classes, and thus, the p, , are required to satisfy 0 <p, , <1

and P tPep <1

e 0<71 <1< ... £1, <1 denote the tax rates relative to the # income classes.

The ratio for the definition of CZk and T’thk] is that when an individual of the 4-th

class pays a quantity S to an individual of the k-th class, this one in turn has to pay a
tax St;,. The government, for its part, redistributes to the entire population the

revenue collected by all taxes and this one in particular (this redistribution may
be interpreted as public expenditure in health, education, security and defence,
transports and so on). From a practical standpoint, the effect of a payment of S

the same of a payment of S(1 — ;) from the A-individual to the k-individual and
payment of S7;, from the k-individual to the entire population.
Skipping here some technical details, we recall that the expressions proposed in

paper [8] for C}, and T’thk] are as follows: each Cj, can be written as Cj, = ai, + b,

where the only nonzero elements 4}, are afj =1fori,j = 1,2, ...,n and the only

possibly nonzero elements b}, are those of the form
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whereas T’thk] (x) = U’thk] (x) + th] (x), with

) PupSTh Xi_1 X;
Ul () = L i )
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n—1
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In particular, Ulthk] (x) keeps track of the advancement from a class to the subse-

quent one, due to the benefit of tax revenue redistribution and Vlthk] (x) of the

retrocession from a class to the preceding one, due to the payment of some tax. The
symbol 8}, denotes the Kronecker delta and all expressions are to be thought as
present only for meaningful values of the indices.

Well-posedness of the equation system (Eq. (1)) is proved in [8]: in correspon-
dence to any initial condition xg = (x01, ..., X0,) Withxo; >0 foralli = 1,2, ...,n
and > ;x0; = 1, a unique solution x(¢) = (x1(¢), ..., x,(t)) of (Eq. (1)), satisfying
x(0) = xo, exists, defined for allt € [0, +o0), and such that for all ¢ > 0, both x;(t) > 0
fori=1,2, ...,mand ) . ;x;(t) = 1 hold true. Hence, the solutions of (Eq. (1)) are
distribution functions. Also, the expressions of U’thk] (x) and Vlthk] (x) above simplify
becoming linear in the variables x; and the right-hand sides of (Eq. (1)) turn out to
be polynomials of degree three.

A second result proved in [8] is that the scalar function u(x) = Y7 7,
expressing the global income (total amount of money) and, due to the population
normalisation, also the mean income, is a first integral for the system (Eq. (1)).

Also, the following empirical fact (not analytically proved) is recognised to be
true according to a large number of numerical simulations. If the parameters in the
model are fixed, for any fixed value of the global income y, a unique asymptotic
stationary solution of (Eq. (1)) exists to which all solutions x(¢) = (x1(2), ..., %,(2))
satisfying x(0) = xo with p(x¢) = u (i.e. all solutions evolving from initial condi-
tions which share the same value u of the global income) tend ast — oo.

As already emphasised, a great freedom remains for the choice of various
parameters, namely the average incomes 71,73, ..., 7y, the tax rates 71, 72, ..., 7,, and
thep, , for h,k = 1,2, ...,n. Different cases were already considered in [8].

3. Properties of the model and its variants

The first result of interest from a socio-economic point of view, which is
discussed in [8] is that for fixed parameters 71,72, ..., 7y andph)k (hk=1,2, ...,m)
and fixed growth laws of the tax rates 0 <71 <7, < ... <7, <1, the effect of an
increase of the difference t, — 71 between the maximum and the minimum tax rate
in correspondence to the stationary income distribution is an increase of the frac-
tion of individuals belonging to the middle classes, accompanied by a decrease of
the fraction of individuals belonging to the poorest and the richest classes. We
remark that only five income classes were considered in [8], the motivation being
that the number of different tax rates generally foreseen in real world is similarly
small (in Italy the number of the IRPEF tax rates relative to different income ranges
is exactly five).

To try and see whether the model allows to obtain long-time stationary income
distributions with shapes exhibiting fat tails as it occurs in real world, a larger
number of classes in the model were considered in the work by Bertotti et al. [9].
Various choices of the parameters were evaluated. The purpose was to deal with
cases as realistic as possible, and initial distributions of the population were chosen
with a majority of individuals in lower-income classes and only a minority in higher
income classes. In this way, stationary income distributions with Pareto-like behav-
iour were found.

Among other aspects to be explored, the curiosity remained to see whether one
can find an analytic expression of a distribution, to which the stationary solutions of
the model suit. A focus of the paper [10] by Bertotti et al. is on the search for such
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an analytic expression. Several parameter choices as well as various distributions
proposed in the literature are considered in that paper. What is found is that an
excellent fitting can be obtained between distributions arising from numerical
simulations of the model and the k-generalised distribution proposed by Kaniadakis
in [25]. And it is worth pointing out that, in turn, the x-generalised distribution has
proved to greatly perform when considered in connection with empirical data: for
example, its agreement with data on personal income of Germany, Italy and the
United Kingdom is discussed by Kaniadakis et al. in [26] and that one with data on
personal income of Australia and the United States by Kaniadakis et al. in [27].

In real life, welfare policies provide benefits, in particular to the lowest income
classes, in connection with health care, education, home, to help improve living
conditions. To simulate a policy of this kind, a modified version of the model is
treated in the paper by Bertotti et al. [11], where also the contribution of what can be
considered as a welfare form is incorporated. This is achieved through some weights
that differently measure the amount of tax revenue redistributed among classes. In
the same paper, also a comparison is established between different ways to fight
economic inequality. A specific result therein obtained is that, at least under certain
hypotheses, inequality reduction is more efficiently reached by a policy of reduction
of the welfare and subsidies for the rich classes than by an enlargement of the tax
rate difference 7, — 7; aimed at taxing rich people much more than poor ones.

A further issue on which the model was tested relates to social mobility. Empir-
ical data relative to several countries show the general existence of a negative
correlation between economic inequality and mobility (a reference for that being
e.g. the article by Corak [1]). This relevant topic is dealt with in the paper by
Bertotti et al. [12]. Certainly, in the model at hand, one cannot distinguish different
generations. Nonetheless, some indicators are introduced, useful to quantify mobil-
ity, which is meant here as a probability for individuals of a given class to climb up
[respectively, down] the income ladder and pass to an upper [respectively, lower]
class. Without entering technical details, we emphasise that a negative correlation
between economic inequality and upward mobility turns out to be in fact a feature
of the model.

Finally, the question of tax evasion, occurring as a matter of fact in a stronger or
weaker form in several countries, can be and was investigated in the context of the
model under consideration. In the work by Bertotti et al. [13], for instance, also the
co-existence of different evasion levels among individuals was postulated and its
consequences were explored. In particular, it was shown there that, besides leading
to a reduction in tax revenue, the evasion misbehaviour too contributes to an
increase of economic inequality.

4. The impact of different fiscal policies towards economic inequality

To give a further illustration of the impact of different fiscal policies on the
shape of income distribution and economic inequality as suggested by the model,
we develop in this section a novel application.

To solve numerically the differential equations, we have to fix the parameters
that are so far free. We choose for example

* the number of income classes in which the population is divided to be equal to
n =15,

* the unitary amount of money that can be exchanged in each transaction to be
givenby S =1,
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* the average incomes of the classes to be linearly growing according to

V]‘ = 25], (5)

¢ the tax rates relative to the different income classes to be of the form

i —1
Tj = Tmin +]—
n

1 (Tmax - Tmin)a (6)

forj =1, ...,n, with 7,,;, rand 7, respectively denoting the minimum and

maximum tax rate.

Finally,

* with the purpose to define reasonable heterogeneous transaction and payment

probabilities, we assume the coefficients p), , to be given by

Pp, = min {rns7i} /470, @

except for the terms

P :V]'/ZVn for j=2,..,n—1,

Pp1="r1/2ry for h=2,..,n,

Ppp =7k/2rn for k=1, ..,n-1, (8)
P =0 for k=1, ..,n,

Phn =0 for h=1,..,n.

Such a choice stands for the belief that poorer individuals usually spend and earn

less than richer ones. The requirements for the coefficients with s,k = 1 or # are of
a technical nature, due to constraints on the extreme classes.

According to the empirical result recalled at the end of Section 2, for a specific

given model (i.e. once parameters are fixed), the solutions of (Eq. (1)) evolving
from all initial conditions x( with the same global income tend to a same asymptotic
equilibrium.

The application we are going to discuss here includes four steps and is

constructed as follows:
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* Step (i): Starting from a quasi-random initial condition x¢ (the only

requirement for realism being that the majority of individuals occupy the
lowest income classes), we assume that in the closed society at hand no
taxation exists. Accordingly, we put 7,,;; = 0 and 7, = 0. Making to evolve
the equations (Eq. (1)) for a sufficiently long time, we obtain an “asymptotic”
stationary solution corresponding to a first income distribution, which is
displayed in Panel (i) in Figure 1.

* Step (ii): We postulate at this point the introduction of a taxation system that

provides the same tax rate for each income class. Towards this and to fix ideas,
we choose 7y = Tmax = 20%. Then, we take the asymptotic stationary solution
of step (i) as the initial condition, and we make the equations (Eq. (1)) (which
are of course different from those in the previous step) evolve. After a
sufficiently long time, a new “asymptotic” stationary solution is reached,
which represents a second income distribution. It is that one displayed in Panel
(ii) in Figure 1.
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Figure 1.

The four panels display the stationary income distributions in correspondence to the same given global income
for the four different fiscal policies described in steps (i), (ii), (iii), and (iv). Even a simple look provides
evidence of the fact that in passing from each panel to the next one the fraction of individuals in the poorest as
well as in the richest class decveases while increasing in the intermediate classes. Correspondingly, economic
inequality decreases.

* Step (iii): To simulate the implementation of a more targeted fiscal policy, we
now introduce another change amounting to the choice of a progressive
taxation. Equivalently, we fix different tax rates, lower for low-income earners
and higher for high-income earners. Specifically, we choose here 7,,;, = 20%
and 7. = 50%. The “asymptotic” stationary solution obtained in
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correspondence to an initial condition coinciding with the asymptotic
stationary solution of step (ii) is displayed in Panel (iii) in Figure 1.

* Step (iv): As a further focused fiscal policy, we also incorporate in the taxation
algorithm what can be thought of as an addition of welfare provision. From a
technical point of view, this can be achieved through the introduction of
suitable weights in the terms Ulthk] (x) and thk] (x) in system (Eq. (1)). Such
weights allow to differently measure the portion of redistributed tax revenue
to individuals of different income classes. A formula able to realise this is given
in [11], and we refer to that paper for further details. What is of interest here is
the final “asymptotic” income distribution relative to the equations, which
include this modification and to an initial condition coinciding with the
asymptotic stationary solution of step (iii). This income distribution is shown
in Panel (iv) in Figure 1.

Already a simple look at the panels in Figure 1 provides evidence of the fact that
the effect in the long run of each of the different fiscal policies adopted throughout
the steps (i), (ii), (iii), and (iv) is to modify the income distribution over the
population so as to lower the number of individuals in the poorest as well as in the
richest classes, simultaneously increasing this number in the intermediate classes.
Also, an alternative, unified representation of the four stationary income distribu-
tions corresponding to the four different taxation system fiscal policies (i), (ii),
(iii), and (iv) is given in Figure 2. Lastly, in Figure 3 the evolution in time of the
fraction of individuals in the 15 income classes is displayed. Once again, together
with others, one may notice that the fractions of individuals that are initially the
largest and the smallest (fractions to which the poorest and the richest individuals
belong) are both non-increasing in time.

We emphasise that economic inequality decreases in passing from the income
distribution displayed in Panel (i) of Figure 1 to the income distributions in Panel
(ii). The same holds true in passing from the distribution in Panel (ii) to that one in
Panel (iii), and from the distribution in Panel (ii) to that one in Panel (iv).

Figure 2.

An alternative vepresentation of the stationary income distributions in corvespondence to a given global income
for the four different taxation systems fiscal policies described in steps (i), (ii), (iii), and (iv). One clearly
notices that the fraction of the poorest and the fraction of the richest individuals decrease when passing from the
distribution for step (i) (corresponding to the strip [0,1]) to the distribution for step (iv) (corresponding to the
strip (3, 4]).
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Figure 3.

The evolution in time of the fraction of individuals in the 15 income classes for the model with fiscal policies as
in steps (ii), (iii), and (iv). One may notice, in particular, that the fractions of individuals which ave initially
(in the stationary distribution reached in absence of taxes) the largest and the smallest—fractions to which the
poorest and the richest individuals belong—avre both non-increasing in time.
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Figure 4.
The graph of the Gini coefficient as a function of time in correspondence to the application in the sequence of the
three different fiscal policies adopted throughout the steps (ii), (iii), and (iv).

A quantitative measure of economic inequality is given by the Gini coefficient G
(named after the Italian statistician and economist C. Gini who introduced it in
the early twentieth century, see [28]), whose definition we recall next: if the Lorenz
curve expresses on the y-axis, the cumulative percentage of the total income of a
population earned by the bottom percentage of individuals (represented, in turn,
on the x-axis), denote A; the area between the Lorenz curve of the distribution at
hand and the line of perfect equality y = x, characterising a uniform distribution;
also, denote A, the total area under the line of perfect equality. The Gini coefficient is
defined as the ratio A; /A, and takes values in the interval [0, 1]. The extreme values 0
and 1 of G respectively represent complete equality and complete inequality.

The Gini coefficients relative to the income distributions in the Panels (i), (ii),
(iii), and (iv) in Figure 1 are

G = 0.453551, G = 0.426308, G =0.386833, G = 0.365182 9

respectively.
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Time ¢ G for (ii)? G for (iii)? G for (iv)°
500 0.4474 0.4170 0.3812
1000 0.4430 0.4102 0.3771
2500 0.4349 0.3978 0.3703
5000 0.4292 0.3899 0.3665
10,000 0.4266 0.3871 0.3653
25,000 0.4263 0.3868 0.3652
55,000 0.4263 0.3868 0.3652

“refers the solution at time $t$ of the equation system with coefficients as in step (ii),
brefers to the solution at time $t§ of the equation system with coefficients as in step (iii),
“refers to the solution at time $t$ of the equation system with coefficients as in step (iv).

Table 1.

In this table, the Gini coefficients G relative to the income distributions are evaluated in corvespondence of a
finite number of times for the model systems described in steps (ii), (iii), and (iv). One sees here that each of
the solutions G decreases. Accordingly, economic inequality is decreasing for each of the three models (ii), (iii),
and (iv), models characterised respectively by the existence of a taxation system with a unique tax vate, the
existence of a progressive taxation system with different tax rates, the existence of a taxation system integrated
by welfare.

L I I I I
0.2 04 0.6 08 1.0 X

Figure 5.

ThgeuLorenz curves corresponding to the stationary income distributions reached at the end of steps (i), (ii), (ii),
and (iv). The variable on the x-axis denotes the bottom percentage of individuals and the variable on the y-axis
is the cumulative percentage of the total income earned by the corresponding percentage of individuals. The
Loreng curves veferring to the final distribution velative to steps (i), (ii), (ii), and (iv) are ovdered from the
lowest to the highest. Accordingly, in passing from step (i) to step (ii) to step (iii) to step (iv) the Gini coefficient
decreases.

It is also worth noting that the Gini coefficient decreases along with the solutions
of the equation systems relative to the three models defined in steps (ii), (iii), and
(iv). In particular, in Table 1 some values of G are reported, relative to the income
distributions in a finite number of instants during the evolution of the three
dynamical systems. An overall picture of this behaviour is contained in Figure 4:
there, the graph of the Gini coefficient as a function of time is shown, in corre-
spondence to the application in the sequence of the three different fiscal policies
adopted throughout the steps (ii), (iii), and (iv). Lastly, Figure 5 displays the
Lorenz curves corresponding to the stationary income distributions reached at the
end of steps (i), (ii), (ii), and (iv).
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5. Conclusions

In this chapter, we have revisited, also discussing a novel application of it, a
mathematical “micro-to-macro” model suitable for the study of the aggregate for-
mation of the income distribution in a closed market society out of a whole of
economic interactions including taxation and redistribution. The model, originally
proposed by Bertotti in [8], was further developed and analysed in various papers
by Bertotti et al. [9-13]. We have shown that it can be adapted to analyse issues
related to economic inequality. In particular, the model identifies in redistributive
policy a driver towards economic inequality reduction. The theme is complex and
requires a broad spectrum of skills, knowledge, real data, ideas. The model encom-
passes (as is inevitable) great simplifications and probably a naive approach, and
cannot offer magical solutions to the problems it addresses. Nonetheless, thanks to
the considerable flexibility it enjoys and to its ability to make predictions in the
presence of different conditions and policies, it could hopefully contribute to pro-
viding some insight towards forecasting of possible outcomes and behaviours, in
this way serving as an inspiration and source of suggestions for policy-makers.
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Chapter 6
Labor Markets

Meng Sun

Abstract

What is the labor market? Like the goods and services markets, a labor market
consists of the supply and demand sides. In the labor market, while workers supply
labor, firms demand labor. This chapter studies the backward-bending nature of the
labor supply curve and the downward-sloping nature of the labor demand curve.
We also analyze the labor market equilibrium in a perfectly competitive labor
market. Several policies such as immigration and minimum wage will be introduced
to illustrate how government policies affect the labor market equilibrium.

Keywords: labor market, labor demand, labor supply, labor market equilibrium,
policies

1. Introduction

Just like the goods and services markets, the labor market has supply and
demand. Although the labor market works similar to the goods and services mar-
kets, the stories behind the demand and supply are different. In the labor market,
workers supply labor, the valuable services they contribute to producing goods and
services because they need money for food, rent, and other activities. On the other
hand, firms who hire labor are the demanders for labor. Without workers, firms
could not produce goods and services and earn profits. For this reason, the “prod-
uct” in the labor market is labor, and the “price” of the labor is the wage rate.

Modern labor markets are complex. Companies from all over the world hire many
different occupations such as engineers, business analysts, construction workers,
designers. Today, over 3 billion people are either working or looking for jobs in the
labor market, and each of these people has different skills and experiences. How do
companies decide which employee to hire and at what wage rate? How do the
workers decide which company they want to work for? To answer these questions,
we follow the economist’s approach: simplify the problem by using a model.

In this chapter, we will construct the competitive labor market model. We will
discuss the backward-bending nature of the labor supply curve and the downward-
sloping nature of the labor demand curve. We then will look at how workers and
firms interact in the labor market to determine how many workers to hire and at
what wage rate? Immigration and minimum wage policies will be introduced, and
we will discuss how these policies affect the labor market equilibrium.

2. Key assumptions of the competitive labor market model

Competitive labor markets are similar to competitive goods and services mar-
kets. Table 1 compares the assumptions in competitive labor markets and
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Goods and services markets Labor markets

Large number of sellers and buyers Large number of workers and firms

Sellers produce homogenous product Workers are homogenous

Sellers and buyers have perfect information Workers and firms have perfect information
Table 1.

The key assumptions in competitive labor markets and competitive goods and services market.

competitive goods and services markets. There are four key assumptions we need to
make in order to simplify our analysis:

1.Workers are homogenous. It means the workers in a competitive labor
market are identical and equally productive. Therefore, firms have no
preference toward one worker over another.

2.Workers and firms share complete and accurate information in the labor
market. Every worker has the same information on wage, and every firm
knows how productive a worker is. This assumption is a natural extension of
the homogenous-workers assumption, which also implies no negotiation
between firms and workers.

3.There are many workers and firms in the labor market. This assumption
implies that no worker or firm has the market power to affect the wage. In
other words, the wage is determined by the labor demand and supply, and
everyone in the market is a “price (wage) -taker.”

Notice that those simplifying assumptions of the competitive labor market
model are not (entirely) realistic. For example, in reality, workers have different
training, level of skills, and experiences. Therefore, they are not homogenous,
especially in terms of productivity. The information in the labor market is also not
likely to be perfect. It is challenging for firms to evaluate a work’s productivity
during the interview. Moreover, workers are also not likely to know the wage a firm
is willing to offer. Nevertheless, the model provides a good description of how the
labor market work. It can help us to focus on and understand the essential labor
market mechanism.

3. The supply of labor
3.1 Work and leisure

An individual needs to decide how to allocate time between market and
nonmarket activities.

Market activity: activities that include financial transactions and done with
intention of earning money or profit [1]:

* Work (for pay)

Nonmarket activity: activities that do not include any financial transactions
and done without any intention of earning money or profit [1]:

e Leisure
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* Household production (raising children, cooking, home repair, growing
vegetables, etc.)

* Investing in “human capital” (i.e., acquiring skills/knowledge that increase
future earning capacity)

For the sake of simplicity, we divide an individual’s activities into: work and
leisure. Note that leisure here includes all activities that are not work.

3.2 Utility function

Assume that an individual can allocate his/her time between two activities: work
and leisure. Assume that the total time the individual can allocate a day is T Let I
denote the hours of leisure the individual spends. The individual’s hours of work are
T —I. Choosing to work T' — I hours at a given wage is equivalent to consuming I
hours of leisure. Therefore, we can model either the individual’s leisure demand or
the individual’s labor supply. We will model the individual’s leisure demand here.

Assume there are two categories of goods that an individual can consume: leisure
and consumption goods. We can describe the individual’s preferences by an utility
function

U=U(C,I) (1)

where C is the quantity of the consumption goods. The utility function measures
the individual’s satisfaction or happiness at any quantities of the consumption goods
and the individual’s leisure hours. In addition, we assume that buying more con-
sumption goods or having more leisure hours both increase the individual’s utility.
Figure 1 shows a typical indifference curve.

3.3 Indifference curves

Suppose that an individual consumes $100 worth of consumption goods and
2 hours of leisure a day (point A in Figure 1). Combining the $100 worth of
consumption and 2 hours of leisure give the individual 60 units of happiness. If the
individual only consumes $60 worth of consumption goods and 5 hours of leisure
(point B in Figure 1), the individual receives the same level of happiness.

Suppose that the individual is still consuming $100 worth of consumer goods. At
the same time, he/she spends 5 hours on leisure instead of 2 hours (point C in
Figure 1). Combining the $100 worth of consumption and 5 hours of leisure give
the individual 90 units of happiness. The indifference curves are the graphical
representation of the utility function."

3.4 The budget constraint

An individual’s income consist of two parts: earned income and unearned income.
Earned income is the money you make in exchange for the work you do. For most
people, almost all the money they make is earned income. Any money earned in
professional wages or fees—including tips—counts as earned income. Reimburse-
ments from your employer for travel expenses, including meals, accommodations,

Indifference curves have five important properties: 1. indifference curves are strictly downward
sloping; 2. indifference curves are convex to the origin; 3. indifference curves never cross; 4. higher

indifference curves mean higher levels of utility; 5. indifference curves are continuous, with no gaps.
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Consumption Goods

$100

90 units

$60

2hours 5 hours Hours of Leisure

Figure 1.
Consumption-leisure indifference curves.

and transportation, also count as earned income. Unearned income involves the
money you make without having performed a professional service. Unearned
income includes money-making sources that involve interest, dividends, and capital
gains. Additional forms of unearned income include retirement account distributions,
annuities, unemployment compensation, social security benefits, and gambling win-
nings. Other forms of income, such as money from an estate, trust, or partnership,
may also be considered unearned income [2].

Let K denote an individual’s unearned income. Let L be the number of hours the
individual works and w be the hourly wage rate. C is the quantity of the consump-
tion goods. The individual’s budget constraint can be written as

C=wL+K )

Eq. (2) means the expenditures on the consumption goods equals to the sum of
earned income and unearned income.

Since the total time the individual can allocate a day is T and the individual can
only allocate his/her time between two activities: work (L) and leisure (I), we have
T =L +1.Thus, L =T —I. We can then rewrite the budget constraint as

C=w(T-1)+K (3)
Rearrange Eq. (3)
C=wT +K)—wl (4)

Figure 2 shows the consumption-leisure budget line. If the individual chooses to
spend all of his/her time on leisure, the individual’s expenditure on the consumption
goods is K, which is his/her unearned income (point D in Figure 2). If the individ-
ual chooses to spend all of his/her time on work, the individual’s expenditure on the
consumption goods is wT + K, which is the sum of his/her earned income and
unearned income (point E in Figure 2). Moreover, the slope of the consumption-
leisure budget line is —w.
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Consumption Goods

wT+K

Budget Line

T Hours of Leisure

Figure 2.
Consumption-leisure budget line.

3.5 Worker’s optimal choice

The budget line shows the combinations of the consumption goods and the
hours of leisure that the individual can afford. Notice that the individual can choose
any combination of the consumption goods and leisure hours on the budget line or
in the area below the budget line. We want to determine which combination within
the budget gives the individual the highest level of utility. Figure 3 illustrates the
solution to this problem.

Combinations that lie on indifference curves above the budget line, such as point
E, are not in the budget set. Even though the individual prefers point E to point A or
B, he/she cannot afford the combination of the consumption goods and the hours of
leisure at point E.

Although the individual can afford any combination inside the budget line, such
as point B, he/she can always find a better affordable combination such as point D.
Thus, the individual will not choose any combination of the consumption goods and
leisure hours in the area below the budget line.

Points A and C lie on the budget line as point D. However, the indifference curve
that passes through point D is higher than the indifference curve that pass through
points A and C. Therefore, the combination of the consumption goods and leisure
hours at point D gives the individual higher level of utility (higher indifference
curves mean higher levels of utility). In fact, the point where an indifference curve
is tangent to the budget line is the affordable combination of the consumption
goods and leisure hours that gives the individual the highest level of utility.

3.6 Substitution and income effects

Figure 3 demonstrates the optimal combination of the consumption goods and
leisure hours an individual will choose given the hourly wage rage at w. What
happens if the wage rate increases? Would the individual choose more work and less
leisure because he/she can earn more per hour? Or would the individual choose less
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Consumption Goods

wT+K

T Hours of Leisure

Figure 3.
Worker’s optimal choice of the combination of the consumption goods and leisure hours.

work and more leisure because he/she has a higher income to maintain the same
standard of living by working less?

* Substitution effect: When an individual earns a higher wage rate, the
opportunity cost of leisure increases. In other words, leisure is more expensive
and the quantity demanded for leisure decreases.

* Income effect: When an individual earns a higher wage rate, the income of the
individual increases. Since leisure is a normal good, the demand for leisure
increases.

Both the substitution and income effects are present for all individuals. When
the substitution effect dominates the income effect, a higher wage reduces leisure
hours and, therefore, increases work hours. On the other hand, when the income
effect dominates the substitution effect, higher wage increases the hours of leisure
and, therefore, decreases work hours.

o If substitution effect > income effect: wage 1 = hours of leisure | = hours
of work 1 (Figure 4 (a)).

* If substitution effect < income effect: wage 1 = hours of leisure 1 = hours
of work | (Figure 4 (b)).

3.7 Individual labor supply curve

Figure 5 shows a typical individual labor supply curve. When the hourly wage
rate is w1, the individual is willing to work L; hours and spends T' — L; on leisure
activities. When the hourly wage rate rises from w; to wy, the individual increases
his/her hours of work from L4 to L,. The substitution effect dominates the income
effect, and the individual is substituting leisure with work. When the hourly wage
rate rises from w, to ws, the individual reduces his/her hours of work from L, to Ls.
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wT-K wT:K

-— T Hours of — T Hours ol
Leisure Leisure

(@ (b)

Figure 4.
Substitution and income effects. (a) the substitution effect dominates the income effect, (b) the income effect
dominates the substitution effect.

Wage Rate

w3

Individual Labor Supply Curve

Substitution Effect < Inccnﬁe Effect

W2 femememmemeeeeeee==== - ---------

Substitution Effect > Incon{:a Effect

wi

L3 L1 L2 Hours of Work

Figure 5.
Individual labor supply curve.

The income effect dominates the substitution effect, and the individual is “buying”
more leisure hours.

The substitution effect of a higher wage encourages the individual to work more,
while the income effect encourages the individual to work less. Therefore, the
individual labor supply curve is backward-bending.
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Wage Individual 1 Individual 2 Individual 3 Market
rate (hours of work) (hours of work) (hours of work) (hours of work)
$6 5 5 5 15
$12 8 9 9 26
$15 10 7 11 28

Table 2.

Individual and market labor supply.

Individual 1's Labor Supply Individual 2's Labor Supply Individuai 3's Labor Supply Market Labor Supply

wage

$15 | W

$12 |

Hours of Work

Figure 6.
From the individual labor supply curves to the market labor supply curve.

3.8 Market labor supply curve

The individual labor supply can tell us how many hours an individual is willing
to work given different wages. We can add together all the labor supply curves of
the individuals to obtain the market labor supply curve.

Table 2 shows the hours of work three different individuals are willing to supply
under different wage rates. When the hourly wage rate is $6, all three individuals
are willing to work for 5 hours. Thus, the market’s supply of work hours is 5+ 5 +
5 =15 hours. When the hourly wage rate is $12, all three individuals increase their
work hours. The market’s supply of work hours is 8 + 9 4+ 9 = 26 hours. When the
hourly wage rate increases to $15, individuals 1 and 3 increase their work hours,
while individual 2 reduces work hours because his income effect dominates the
substitution effect. The market’s supply of work hours is 10 + 7 + 11 = 28. The
market’s supply of work hours is still increasing even individual 2 reduces his
work hours.

Figure 6 shows the individual labor supply curves of individuals 1, 2, and 3. We
get the market labor supply curve by horizontally adding up all the individual labor
supply curves at any wage rate. Although an individual?s labor supply curve is
backward-bending, the market labor supply curves usually are upward sloping, as
shown in Figure 6. Just like the goods and services markets, higher wages mean a
higher quantity supplied of labor.

4. The demand of labor

In this section, we will focus on the behavior of the firms. Firms demand labor to
use it as an input to produce output. For example, the demand for App developers is
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linked to the need to develop new smartphone software. Therefore, unlike goods
and services, the demand for labor is a “derived demand.”

4.1 Short run vs. long run

We first need to distinguish between the “short-run” and “long-run.” However,
how short is short, and how long is long? In the study of economics, the short run
and the long run do not refer to a specific period, such as 3 months versus 3 years.
Instead, they depend on the number of variable and/or fixed inputs that affect the
production output [4].

* The short run is a period of time in which the quantity of at least one input is
fixed and the quantities of the other inputs can be varied [5].

* The long run is a period of time in which the quantities of all inputs can be
varied [5].

Here, we assume that capital is fixed, while labor is variable. Extra shifts, over-
time, and hiring can be relatively easily arranged when more labor is needed.
However, it will not be able to employ more capital in the same time frame as
capital acquisition takes time.

4.2 Short-run labor demand curve

Imagine a firm in the short run. The capital inputs are fixed. The firm needs to
decide how many workers to hire. Hiring an additional worker increases the firm’s
output and therefore revenue. The output the additional worker contributes is the
marginal product of labor, MP;..> The revenue by selling the output contributed
by the additional worker is the marginal revenue product of labor, MRP;. We
assume that the final goods and services markets are perfectly competitive, and the
market price of the firm’s product is P. Thus,

MRP;, = MP; x P (5)

While hiring the additional worker raises the revenue, the firm has to pay the
wage to the worker. The cost of hiring one additional worker is the marginal wage
cost, MWC. We assume that the labor market is perfectly competitive, and the
wage rate is w. Thus,

MWC =w (6)

If MRP; > MWC, the firm wants to hire more workers because the benefit from
hiring an additional worker is greater than the cost. On the other hand, if
MRP;, < MWC, the firm does not want to hire because the cost from hiring an
additional worker is greater than the benefit the firm can receive. The firm has the
optimal amount of labor when

MRP;, = MWC )

2 Derived demand is the demand for intermediate goods that is derived from the demand for the final
goods [3].

3 A firm’s production exhibits diminishing marginal product of labor.
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or
MP;, xP=w (8)

Table 3 assumes that the firm can sell its output at $50 in a competitive market.
When the firm hires the first worker, the worker produces 10 units of output,
resulting in a marginal product of labor of 10 units. The marginal revenue product
of labor is, therefore, MPL x P = $500. If the market-determined wage rate isw =
$500, the firm will hire one worker.

Assume that the market-determined wage rate is w = $300. The gain from
hiring the second worker is $450, while the cost is $300. Therefore, the firm will
hire a second worker. Similarly, the gain from hiring the third worker is $400, while
the cost is $300. Therefore, the firm will hire a third worker. In fact, the firm will
continue hiring until the gain equals the cost. It results in hiring five workers at
w = $300.

By plotting the number of labor (column (1)) on the horizontal axis and wage
(column (5)) on the vertical axis, we have a downward sloping short-run labor
demand curve (Figure 7).

4.3 Long-run labor demand curve

In long run, both labor and capital are variable. Suppose wage increases. How
would a firm respond to the increase in wage?

* Substitution effect: An increase in wage increases the cost of labor. Since labor
is now more expensive relative to capital and assuming that labor and capital
are substitutes in production, the firm will use less labor and more capital to
produce any output level.

* Scale effect: Again, an increase in wage increases the cost of labor, which
increases the cost of production. Since a competitive firm sells its product at a
market-determined price, a higher production cost reduces its output level.
Therefore, the firm will use less labor and capital.

Number of labor Quantity of output MP;, Price of output MRP;, =w
0 0 — $50 —
1 10 10 $50 $500
2 19 9 $50 $450
3 27 8 $50 $400
4 34 7 $50 $350
5 40 6 $50 $300
6 45 5 $50 $250
7 49 4 $50 $200
8 52 3 $50 $150
9 54 2 $50 $100
10 55 1 $50 $50
Table 3.

Firm’s shovt-vun hiving decision.
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$550

$413

$275

Wage rate

$138

$0

Number of Labor

Figure 7.
Short-run labor demand curve.

Wage rate

Number of Labor

Figure 8.
Long-run labor demand curve.

When wage increases, both the substitution effect and scale effect cause the
demand for labor to decrease. Thus, wage and demand for labor are negatively
related in the long run, which means the long-run labor demand curve is also
downward sloping (Figure 8).

5. Competitive labor market equilibrium

One of the most important implications of the perfectly competitive assump-
tions is that buyers and sellers are price takers. In other words, all the firms (buyers
of labor) and workers (sellers of labor) in a perfectly competitive labor market
accept the market price (wage) as given. No firm and worker has any influence over
the market wage.

However, if all the firms and workers cannot influence the wage, who sets the
wage? In fact, in a perfectly competitive market, the demand and supply of labor
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together determine the market wage and the trading quantity of labor
(employment).

When a competitive labor market is in equilibrium, the quantity supplied for
labor equals the quantity demanded for labor at the market wage. Figure 9 com-
bines the supply and demand for labor in a perfectly competitive labor market. In
Figure 9, the competitive labor market equilibrium is where the labor supply and
demand curves cross. The equilibrium wage is $20 per hour, and the equilibrium
employment level is 300 workers.

If the wage rate is above $20, as shown in Figure 10 (a), the quantity supplied
for labor is greater than the quantity demanded. The excess supply is known as a
surplus. It means some of the workers cannot find a job. In order to find a job, those
workers would accept a lower wage rate. As wage falls, the quantity demanded for
labor rises and the quantity supplied falls until the market reaches equilibrium at
point E.

If the wage rate is below $20, as shown in Figure 10 (b), the quantity demanded
for labor is greater than the quantity supplied. The excess demand is known as a
shortage. It means some of the firms cannot find workers. In order to find workers,

Wage rate
Labor Supply

32 ) R, < E

Labor Demand

300
Number of Labor

Figure 9.
Competitive labor market equilibrium.

Wage rate Wage rate

Labor Supply Labor Supply

Excess Supply
$25 forermnmnmeeeenET

713 I A, ‘ 13 S ———

Labor Demand Labor Demanc

Excess Demand

200 300 400 Number of Labor 220 300 360  Numberof Labor
(@ (B)
Figure 10.

Why the intersection of the labor supply and demand is the equilibrium. (a) the quantity supplied for labor is
greater than the quantity demanded (b) the quantity supplied for labor is less than the quantity demanded.
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those firms would offer a higher wage rate. As wage rises, the quantity demanded
for labor falls and the quantity supplied rises until the market reaches equilibrium at
point E.

Notice that both the supply and the demand together bring the wage back to $20
per hour. When the wage is at $20 per hour, no worker has an incentive to accept a
lower wage, and no firm has an incentive to offer a higher wage. Therefore, the
equilibrium wage is $20 per hour.

6. Policy application: Immigration

Immigrant workers can either be substitutes for native-born workers or com-
plements to them. When immigrant workers are perfect substitutes for native-born
workers, they have the same skills and compete for the same jobs. Thus, an influx of
immigrant workers increases the labor supply, shifting the labor supply curve to the
right.

The impact of immigration on the labor market when immigrant workers are
substitutes for native-born workers is illustrated in Figure 11 (a). As the immi-
grants enter the labor market, the labor supply curve shifts to the right, increasing
the total employment from 300 to 320. In addition, the hourly wage rate decreases
from $20 to $18. Because many immigrants are low-skilled workers, economic
studies have found that an influx of immigrants depresses wages for low-skilled
native-born workers in the short run. And, because many immigrants are also high-
skilled, a similar substitution effect occurs for some high-skilled workers [6]. Since
native workers are less likely to accept the lower wage, the employment of native
workers decreases.

However, when workers are complementary, an influx of immigrant workers
can increase the productivity of the native workers. Thus, an increase in immigrant
labor can raise the demand for native workers.

The impact of immigration on the labor market when immigrant workers
are complements for native-born workers is illustrated in Figure 11 (b). As the
immigrants enter the labor market, the labor demand curve for native workers
shifts to the right, increasing the total employment of native workers from
300 to 330. In addition, the hourly wage rate of native workers also increases from
$20 to $23.

Wage rate Wage rate
Labor Supply

Labaor Supply
-\\\

Pt $20 ?
g1 [ \ \\‘-‘
H e
~~._Labor Demand \‘\\
g R
Labor Demand
24

0 320 Number of Labor o 330 Number of Labor

(a) (®)
Figure 11.

The impacts of immigration on labor market. (a) the impact of immigration on the labor market when
immigrant workers are substitutes for native-born workers, (b) the impact of immigration on the labor market
when immigrant workers are complements for native-born workers.
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Figure 12.
The impacts of minimum wage on labor market.

7. Policy application: Minimum wage

Minimum wage is a government-mandated lowest wage rate an employer can
pay an employee. If the minimum wage is below the market equilibrium wage, it is
not binding and will not impact the market equilibrium. When the minimum wage
is above the market equilibrium wage, the hourly wage rate cannot legally fall below
the minimum wage rate.

Figure 12 shows the economic impact of the minimum wage. Before the mini-
mum wage, the equilibrium wage rate is $20 per hour, and the total employment is
300. When the government implements the minimum wage, the lowest wage rate
the firms can offer is $25 per hour. The workers are willing to supply 350 hours at
the mandated minimum wage the firms only demand 250 hours. That is, there is an
excess supply of labor in the labor market.

8. Conclusion

In this chapter, we have studied the labor market. Just like the goods and
services markets, the labor market consists of supply and demand. We saw that the
backward-bending nature of the labor supply curve arises from people’s decisions
between work and leisure. We also learned that the downward-sloping nature of the
labor demand curve arises from the fixed amount of capital. The interaction of labor
supply with demand determines the market equilibrium wage and total employ-
ment. Using this perfectly competitive labor market model, we examined the
impacts of immigration and minimum wage on the labor market. Although the
labor market, in reality, can be very complicated, the simplified model can assist us
in understanding the core of the labor market.
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Chapter 7

Involuntary Unemployment in
Diamond-Type Overlapping
Generations Models

Karl Farmer

Abstract

Thus far involuntary unemployment does not occur in Diamond-type
Overlapping Generations models. In line with Keynesian macroeconomics, invol-
untary unemployment is traced back to aggregate demand failures. While macro-
economists majority refers aggregate demand failures to sticky prices, a minority
attributes lacking aggregate demand to not perfectly flexible aggregate investment.
The chapter investigates how an independent aggregate investment function causes
involuntary unemployment under perfectly flexible competitive wage and interest
rates in a Diamond-type neoclassical growth model with public debt and human
capital accumulation. Moreover, it is shown that a higher public debt to output ratio
enhances output growth and reduces involuntary unemployment.

Keywords: involuntary unemployment, overlapping generations models, inflexible
aggregate investment, public debt, human capital accumulation

1. Introduction

Involuntary unemployment in Diamond-type Overlapping Generations (OLG)
models seem to be a contradiction in terms. As in Solow [1]‘s neoclassical growth
model, Diamond assumed full employment of the workforce for the OLG economy
with production and capital accumulation. Thus, in this economy, unemployment is
purely voluntary. Moreover, fiscal policy does not impact the steady-state growth
rate of gross domestic product (GDP) since the output growth is exogenously
determined. Both, voluntary unemployment and growth ineffectiveness of fiscal
policy, do not accord well with the current state of the pandemic-affected world
economy which is characterized by high involuntary unemployment and enormous
government expenditures to compensate lockdown-related private losses. To be
capable to address the effectiveness of fiscal policy to reduce involuntary unem-
ployment, an additional extension of Diamond [2]‘s seminal OLG model towards
endogenous growth becomes inevitable.

As is well-known, involuntary unemployment is usually associated with
Keynesian macroeconomics [3, 4]. Involuntary unemployment is traced back to
lacking aggregate demand. But on the reasons why aggregate demand remains
below full employment output in a perfectly functioning market economy, there is
no consensus among mainstream macro-economists to this date. The majority view
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follows the New-Keynesian approach in which prices and wages adapt sluggishly to
market imbalances due to imperfect competition and other market failures (for a
survey see [5]). In contradistinction to the majority view, a macroeconomists’
minority follows [6] and more recently [7] who trace back aggregate demand
failures to inflexible aggregate investment demand governed by (pessimistic)
“animal spirits” of investors independently from aggregate savings of households.
In contrast to the imperfectly flexible-price approach, [6, 7] presume perfectly
flexible and perfectly competitive output prices, wage rates and interest rates.
Despite this perfect-market setting employees do not become fully employed
because an independent investment function makes the general equilibrium
equations’ system over-determinate. Over-determinacy disappears only if at least
one market-clearing condition is cancelled, and it is the labor market clearing
condition that is deleted.

Magnani [7] without noting precursor Morishima [6] incorporates a macro-
founded investment function into Solow [1]‘s neoclassical growth model without
public debt. Since the chapter intends to study the effects of public debt on private
capital accumulation, GDP growth and unemployment in the long run, the
present author switches to Diamond [2]‘s OLG model with non-neutral internal
public debt. Long-run GDP growth in Diamond [2]‘s OLG model is, however,
exogenous precluding the analysis of how larger public debt impacts GDP growth
and unemployment. Hence, there is a need for a mechanism that endogenizes GDP
growth. To this end, we stick to human capital accumulation a la [8, 9].

This chapter pursues several purposes: Firstly, it will be shown how in a log-
linear utility and Cobb-Douglas production function version of Diamond [2]‘s OLG
model with internal public debt, the intertemporal equilibrium dynamics based on
household’s and firm’s first-order conditions, on government’s budget constraint
and intertemporal market-clearing conditions is modified when aggregate invest-
ment demand is governed by a savings-independent investment function.
Transcending [7] we secondly intend to rigorously prove the existence and dynamic
stability of a steady-state of the equilibrium dynamics in a model which closely
follows Farmer [10] ‘s model setting. Our third purpose is to investigate the effects
of a higher public debt to output ratio on the output growth rate, on the capital-
output ratio, on the interest factor and on the wage tax rate in a steady state of the
Diamond OLG model extended by human capital accumulation which is financed
by public human capital investment expenditures as in Farmer [11] and in Lin [9].
In extending [9, 11] by an independent aggregate investment function we are
capable of exploring analytically and numerically the steady-state effects of a higher
public debt to output ratio on the unemployment rate. In particular, we will dem-
onstrate on which factors it depends whether a higher public debt to output ratio
raises the output growth rate and decreases the unemployment rate. In contradis-
tinction to the author’s contributions in Farmer [10] and Farmer [12] this chapter
exhibits the OLG model presented there more completely and succeeds in deriving
the steady-state effects of larger public debt more succinctly. This chapter together
with Farmer and Farmer [10, 12] can be seen as our contribution to the recent
macroeconomic literature.

The structure of the chapter is as follows. In the next section (2.) the model set-
up will be presented. In section 3, temporary equilibrium relations and the
intertemporal equilibrium dynamics are derived from intertemporal utility maxi-
mization, atemporal profit maximization, government’s budget constraint and the
market-clearing condition in each period. In section 4, the existence of a steady-
state solution of the equilibrium dynamics and its local dynamic stability is investi-
gated. Section 5, is devoted to the analysis of the comparative steady-state effects of
larger public debt. Section 6, concludes.
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2. The model set-up

As in Farmer and Farmer [10, 12], we consider an economy of the infinite
horizon which is composed of infinitely lived firms, finitely lived households and an
infinitely lived government. In each periodt = 0,1,2,.... a new generation, called
generation ¢, enters the economy. A continuum of L; > 0 units of identical agents
comprise generation £.

As mentioned above, to be able to address the question of how fiscal policy
impacts long-run growth we extend Diamond [2] ‘s basic OLG model by introducing
human capital accumulation. To point out the growth-enhancing effects of human
capital accumulation most clearly, it is assumed here that there is no population
growth ¥, i.e. g© = 0G* = 1, and no exogenous growth in labor efficiency
denoted asg?, i.eg? = 0 G” = 1. As a result of the first assumption, the number of
households, L;, remains constant over time: L; = L; 1 = L.

Each household consists of one agent and the agent acts intergenerationally
egoistic: The old agent does not take care of the young agent and the young agent
does not take care of the old agent. They live two periods long, namely youth
(adult) and old age. In youth age, each household starts with human capital 4,
accumulated by the household in period ¢ — 1. Individual human capital is
inelastically supplied to firms that remunerate the real wage rate w, in exchange for
the labor supply. The former denotes the units of the produced good per efficiency
unit of labor. In contradistinction to the original [2] OLG model, not the total
labor supply is employed but only (1 — u;)L;, where 0 <#; <1 denotes the unem-
ployment rate. The number of unemployed people is thus #,;L;. The government
collects taxes on wages, quoted as a fixed proportion of wage income,
tweh:, 0 < 7, <1. The unemployed do not pay any taxes. Young, employed agents,
denoted by superscript E, split the net wage income (1 — 7;)w;h; each period
between current consumption ¢;”* and savings s*. Savings of the employed are
invested in real capital in period ¢ per employed capita, I” /L,(1 — u,), which is
demanded by employed households in youth, and in real government bonds per
employed capita, B2 | /L,(1 — u.), which is also demanded by employed households
in youth. For simplicity, we assume a depreciation rate of one for real capital.

Any unemployed young-age household, denoted by superscript U, consumes

¢V, saves sV and receives from the government an unemployment benefit ¢, > 0 to

be able to finance its consumption and savings: ¢’ + sV = ¢,.

In old age, the employed household supplies inelastically K?; /L;(1 — u;) =
P /L.(1 - u,) to firms, and B}, /L,(1 — u;) = B2, /L,(1 — u;) to young households in
period ¢ + 1. Thus, the per capita savings of employed people are invested as follows:
sE =K% /L,(1—u) + B}, /L:(1— u). Similarly, the per capita savings of the unem-
ployed household are invested as follows: slf] =K tS+1 /Ly, + BfJrl /Lsu;. In old age, both
employed and unemployed households consume their gross return on assets: ctzfl =
Gr1 K21 /(1 = ue) + (1 +ir11)BF /Le(1 — uy), respectively ¢ = g, K7,y /Loty +
1+ itH)BtSJrl /L.u,, where ctzfl, and cf_fl', represent the consumption of the employed,
respectively unemployed, in old age, g, ,; denotes the gross rental rate on real capital,
and i, denotes the real interest rate on government bonds in period to remain as
simple as possible, we assume that rental and interest income are not taxed.

A log-linear intertemporal utility function slightly generalized in comparison to
Diamond ([2], p. 1134]‘ leading example represents the intertemporal preferences of
all two-period lived households. As usual, this simple specification aims at closed-form
solutions for the intertemporal equilibrium dynamics (see e.g. [13, pp. 181-184]).

111



Macroeconomic Analysis for Economic Growth

The typical younger, employed household maximizes the following
intertemporal utility function subject to the budget constraints of the active period
(i) and the retirement period (ii):

Max — elnc® + glnc?f;
subject to:

(i) P + IPE L, (1 — w) + BES /Le(1 — wy) = wihe(1— 70),
(i7) Ct2+1 =41 <f+El/Lt( u) + (1+ it+1)Bfﬁ/Lt(1 —u),

S,E D,E RS.E D,E
I<t+1 I Bt+1 - Bt+1

Here, 0 < & <1 depicts the utility elasticity of employed household’s consumption
in youth, while 0 < <1 denotes the subjective future utility discount factor. For the
log-linear utility function above, a unique, interior solution of the optimization
problem exists. Hence, one may solve the old-age budget constraint for

B}% /L:(1 — u;) and insert the result into the young-age, employed budget constraint
of (i), and thus obtain:

1E + Ct+1 (1 + lt+1) [1 - qt+1/<1 + lt+1):|I<f_1_El‘/Lt<1 - ut) = wtht(l - Tt)~ (1)
A strictly positive and finite solution to maximizing the intertemporal utility

function subject to the constraint (1) requires that the following no-arbitrage con-
dition holds:

qu =1 + it+l' (2)

The no-arbitrage condition (2) implies that K3 /L (1 — u,) is optimally indeter-
minate, and the first-order conditions for a maximum solution read as follows:

o+ Ct+1 (1 +ip1) = (1 — 5wy, 3)

(ﬂ/g) PE = t+l (1 + Zt-‘rl) (4)

Solving equations (3) and (4) for ¢;** and ¢} yields the following optimal
consumption for employed people in youth and old age:

= le/(e + A1 — w)wih, (5)
t+1 = [p/(e + B))(1 +irr1) (1 — 7 )wihy. (6)

Sincesf = Kff; JLe(1—u;) + Bf_ﬁ /L:(1 —u,) , we find for the utility-maximizing
savings:

Sf = [p/(e + P))(1 — 7)wih;. @

The typical younger, unemployed household maximizes the following
intertemporal utility function subject to the budget constraints of the active period
(i) and the retirement period (ii):

Max — elnctV + plncly
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subject to:

(i) ¢V + 1PV /L, + B2V /L, = g,

(i) Ct2+1 =411 (fﬁ/Lt“t +(1+ it+1)BfiL1]/Lt“t>
I< t+1 — ID v Bt+1 - Bg»%]

Again, 0 <& <1 denotes the utility elasticity of consumption in unemployed
youth, while 0 < 8 <1 depicts the subjective future utility discount factor and ¢,
denotes the unemployment benefit per capita unemployed. As above, the log-linear
intertemporal utility function ensures the existence of a unique, interior solution for
the above optimization problem. Hence, one may again solve the old-age budget

constraint for B}" /L.u; and insert the result into the young-age, unemployed
budget constraint of (i), and thus obtain:

Yt Ct+1 (I+i) + [1—-q,.,/1+ it+1)]KflL1]/Lt“t =¢- (8)

The no-arbitrage condition (2) implies that Kt ' / Lqu, is optimally indeterminate,
and the first-order conditions for a maximum solution read as follows:

o+ Ct+1 (1 +i1) =6 9)

(B/e)epV = t+1 (1 +ipy1). (10)

Solving equations (9) and (10) for ¢;¥ and ¢ yields the following optimal
consumption in youth and old age:

¥ =le/(e+P)le (11)
Ct+1 = [B/(e + )1 +irr1)g (12)

Since sV = K3 /L, + BYY /Lyuy, we find for the utility-maximizing savings:

= [p/(e+Pls:- (13)

All firms are endowed with an identical (linear-homogeneous) Cobb-Douglas
production function which reads as follows:

Y, = M(h:N)" “(K,)*, 0<a<1,M>0. (14)

Here, Y, denotes aggregate output or GDP, M > 0 stands for total factor produc-
tivity, N, represents the number of employed laborers, while K; denotes the input of
capital services, all in period ¢, and 1 — & (a) depicts the production elasticity
(= production share) of labor (capital) services.

Maximization of Y, — w;h;N; — q,K; subject to Cobb—-Douglas production (14)
implies the following first-order conditions:

(1 - a)M[K,/(h:N,)]* = w, (15)
MK/ (h:N:)) Y =g, (16)

However, since the number of employed workers is N; = L(1 — %,), we can
rewrite the profit maximization conditions (15) and (16) as follows:
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(1— a)M[K,/(hL(1 — )" = wy, (17)

aMK;/(hL(1 —u,))) "™V =g, (18)

Finally, the GDP function can be rewritten as follows:
Y, = M(hL(1 —u,))" “(K,)". (19)

As in Diamond [2], the government does not optimize, but is subject to the
following constraint period by period:

Bii1 = (1+1i)B; + Ay + Laeg, + Ty — 7 (1 — up)wihL, (20)

where B; denotes the aggregate stock of real public debt at the beginning of
period ¢,I'; denotes human capital investment (HCI) expenditures, and A, denotes
all non-HCI expenditures of the government exclusive of government’s unemploy-
ment benefits L,u,¢; per period.

In line with Glomm and Ravikumar [8] human capital in period ¢ is determined
by the human capital of the generation entering the economy in period ¢t — 1, and by
the government’s HCI spending in period t — 1, I’;_:

he = Ho(he—1)!(To-a/L) #,Ho = H>0,0 <pu <1, (21)

whereby H indicates a level parameter, y depicts the production elasticity of
human capital, and 1 —  denotes the production elasticity of public HCI spending.
The macroeconomic version of equation (21) is obtained by multiplying it on both
sides by L:

Lh, = H; = Ho(Lh,—1)" *(Tv-1)" = Ho(H,—1)' (D1 ). (22)
The economy grows, even in the absence of population growth and exogenous

progress in labor efficiency. Using the GDP growth factor G = Y,.1/Y, as well as
equations (19) and (22), the GDP growth factor can be written as follows:

GY . — Hiq (1 — ut+1>1_a (kt+1>
t+1 Ht (1 _ ut)l—a (kt)a

:&

NIES H (23)

As Magnani [7], Morishima [6], Salotti and Trecroci [14] rightly states,
aggregate investment in Solow [1]‘s neoclassical growth model is not micro- but
macro-founded since it is determined by aggregate savings. The same holds in
Diamond [2]‘s OLG model of neoclassical growth where perfectly flexible
aggregate investment is also determined by aggregate savings of households.
Deviating from those neoclassical growth models, Morishima [6] and more recently
Magnani [7] and Salotti [14] claim that “investments are determined by an inde-
pendent investment function.” This function is specified in discrete time as follows:

I’ = gH,(1+14) %, ¢>0,6>0. (24)
The positive parameter ¢ reflects “Keynesian investors’ animal spirits”

[7, 14] while 6 denotes the interest-factor elasticity of aggregate investment
demand I7.
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In addition to the restrictions imposed by household and firm optimizations and
the government budget constraint, markets for labor, capital services and assets,
ought to clear in all periods (the market for the output of production is cleared using
Walras’ Law?).

Lt(l — u;) = Nta Vt. (25)
KSE + KSU = KS = K,, V. (26)
BP* + BPY = BY* + BV = B, wr. 27)

3. Temporary equilibrium and intertemporal equilibrium dynamics

As a first step, the unemployment rate in period ¢ (= temporary unemployment
rate) is derived. To this end, we use the output market-clearing identity:

PtLt(l — ut)cg’E + Pl’Ltfl(l — utfl)C?’E + PtLtutCtl’U + PtLt,]_utflcf’U

28
+PtItD’E + PtItD’U + Ptrt + PtAt = Pth. ( )

Starting with identity (28), we insert equations (19), equation (5) and constraint
(ii) from the employed household’s optimization problem for period ¢ as well as
equation (11) and constraint (ii) from unemployed household’s optimization prob-
lem for period ¢. In addition, we also insert equation (24), with I? = [?£ 4 [P-U and
add the market clearing conditions (26) and (27). In this way, the following equa-
tion for P, = 1, V¢ is obtained:

M(hL(1 —u,))"“(K)* = e/ (e + f)(1 — 7 )wih,Li(1 — uy)

+e/(e + B)a Ly +q,K; + (1+i)B + pH (1 + i) " + s + Ay
(29)

! The proof of Walras’ law proceeds as follows: Denote by P; > 0 the nominal price (level) of production
output (GDP). Then, the current period budget constraint of employed households in youth can be
rewritten as follows: P,L; (1 — ut)ctl’E + PtIlD’E + P[Bgr’}f = (1 — z)Paw;h (1 — u;)L,. (F.1) The budget
constraint of households in old age employed in youth reads as follows: P,L,_1(1 — ut,l)ctz’E =

Piq,K$E + P,(1+i;)BSE. (F.2) The budget constraint of young unemployed households in period ¢ is as
follows: P;Lu.cV + PZI? U4 Pthﬁ' = Lyu;¢,. (F.3) Moreover, the budget constraint of the household in
old age in period ¢, which was unemployed in youth, reads as follows: P,L;_qu;_1c2V = P,g, KV +
P(1+ it)B[S’U. (F.4) In addition, maximum profits are zero, which implies: P,Y, = Paw;N; + P,q,K;. (F.5)
Finally, government’s budget constraint is rewritten as follows: P,B; 1 = P;(1 +i;)B; + P, A, + P, +
P.Lui, — PrtywiheLe(1 — u,). (F.6) Adding up the left- and right-hand side of equations (F.1), (F.2),
(F.3) and (F.4) yields: P,L;(1 — u;)c}’F + PIPE 4+ P,Luuge;V 4 PPV + PLy 1 (1 — u1)cPF +
PiLque1c?V = (1 — 2)Pawghy x x (1 —ug)Ly — PBE — PBPY + Lousg, + Pog, K + Po(1+ i) BYF +
P,thf’U +P(1+ i,)Bf’U. (F.7) Considering (25), (26) and (27) in (F.7), gives: P,L;(1 — ut)ctl’E+

PiLi 1(1 —u,1)ePE + PAPE + PLiuscV + PiL quy 4¢PV + PIPV = PaoyN, — 7,Paw,N; — PiByyq +
P.q,K; + P;(1+1i;)B;.(F.8) Considering labor market clearing condition (24) when inserting (F.6) into
(F.8), and taking account of (F.5) in (F.8) yields: P,L,(1 — ut)ctl’E +PL4(1— ut,l)ctz’E + PzL[u,ctl’U +
P,Lt_lu,_lcf’u + P[ItD £ P,ItD U 4+ PI, = P, Y,, which is production-output market clearing. Since this

equation is always true, P, is indeterminate and can be fixed as P, = 1.
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On dividing equation (29) into both sides by Y;, this equation turns into the
following equation:

1=¢/(e+p)A - )whLi(1 —u)/Y: + &/ (e + P)gLeu: /Yy

(30)
+q,K,/Y: + (1+i)B/Y + pH,(1 +4,) /Y + T,V + A,/ Y.
Rewriting profit maximization condition (15) as
wthtL(]. — ut) = (1 — a) (I{t)a(htL(]. — ut))lia = (1 - a)Yt, (31)

and using the definitions v, = K;/Y.,b; = B;/Y;, 6, = A, /Yy, v, =T;/Y, and
& = (¢u:Ly) /Y, equation (30) can be rewritten as follows:

1=¢/(e+p)1—1)1—a)+¢e/(e+ P&

(32)
+qv+ (L+i)be + p(1/k) A+ i) v, + 7, + 6.
The capital-output ratio v; is related to the real-capital to human-capital ratio k;
as follows:

- K BN (.5 R (03
" M) ) ) M @) Ma—a

which implies:
9, = @/ (34)

By use of the no-arbitrage condition (2) as well as of equations (33) and (34)
equation (32) turns out to be:

1=(e/(e+P)1— 7)1 —a)+ (¢/(e+ P& + a[l + bt /v 35)
+¢(a/vt)—ﬁM71/(17(1)(1 _ ut)—lvtfa/(lfa) +7,+ 61;.

Next, it is apt to specify how the government determines its intertemporal
policy profile. To this end, we assume that government consumption
expenditures per GDP, ;, government human capital investment expenditures
per GDP, y,, and unemployment benefits per GDP, &, are time-stationary, i.e.,
8 =641 =206,y =y =y, Vtand & = &4 = &, V. As in Diamond ([2], p. 1137) we
furthermore assume that the government runs a ‘constant-stock’ fiscal policy:
bii1 = by = b. The budget constraint of the government written in per GDP terms
reads as follows:

B;.1Y, A L 1-— h.L
t+1 Y41 — bth _ (1 + it)Bt/Yt + Ft/Yt +_z+ UGt . Tt( ut)wt t
Y1 YV Y; Y; Y; (36)

E(lb/vt+y+5+§_ft(1—(l)

Equation (36) implies that the wage-tax rate ought to become endogenous and is
determined by the following equation:

7= [(a/v: — G )b +y+5+¢&|/(1—a). (37)
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Inserting 7, from equation (37) into equation (32), leads to the following result:

1= (8/(8—|—ﬂ)[1—a(1—|—b/vt)—y—5—§—|—bGtY] + (e/(e + p)é

(38)
t+a[l+ b foi] + 7+ 6+ plajv) "MV (1 —y,) /0,

Collecting terms and simplifying the resulting expression yields the following
equation for (1 — u,):

(1 —wu) = {(€+ﬂ)¢a‘9M—1/ (1-a)y, (1)~ aJ/(l—a)}
JAPL—y —6—a(l+b/v,)] — ebG)}.

(39)

In terms of the transformed variables, the growth factor of human capital reads
as follows:

Hiyq
H;

=H, (Ht)/Fl (}’)17" (Yt)liﬂ

— Ho(H, )" (y) MO (K, 1) (H,) 10 0#) (1 _ 4y 0-010) (40)

= HoM(1-#/(0-a) (y)lfﬂ (vt)a(lfﬂ)/(lfa) 1- ut)(lfﬂ).

The GDP growth factor in terms of the capital-output ratio can be rewritten as
follows:

aY — Hyq V41 of(1-a) (1 - ut+1)
¢ H, \ v (1—u) (41)

= HOM(I_”)/<1_“)(y)l_”(vtﬂ)a/(l_“) (Ut>_(lﬂ/(1_a)(1 ) (1 — ) .

By using the intertemporal equilibrium condition K7, ; = I, one obtains the
following equation for the dynamics of the capital-output ratio:

H; K 6(1 a) «
Ut+1GY ¢_t_t - _(/) tht — [\/[(17( ;) @

-1
K, Y (1 —u) . (42)

The final steps needed to arrive at the equation of motion for the capital-output
ratio entail; first, inserting the GDP growth factor equation (41) into equation (42).
This procedure yields:

thl/(l—a)(l —Up) = [(b/ (QHHO)] yﬂ—lM(ﬂ—Z)/(l—a)vt[‘)(l—a)—a(l—ﬂ)]/(l—fl)(1 _ ut)”_l.
(43)
Next, after inserting the growth factor equation (41) into equation (39) and
rearranging, we arrive at the following intermediate result:
e V(1 — wpq) = (ebHo) pt IMO-0/ (@1 (1 — g, )T, (w)/ (1=a)

x@a—wmeaa+wm—y—ﬂ—w+@erP%WWMﬂMw@.““

Solving equation (44) for 1 — u,,1 and inserting the result into equation (43)
then yields, after re-arranging, the first equation of motion:

eb

. (45
5 T — a1+ bfor) 7 — o)1 — sude 000 g

Vrp1 =
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Reinserting the dynamic equation (45) into equation (43) and solving for
1 — u; 41 generate the second equation of motion:

U1 =1— ¢(a9HO)*1},M—1(€h>—1/(1—(1)M(2—M)/(a—l)vt[ﬁ(l—ﬂ)—a(l—ﬂ)]/(l—(l)(1 _ ut)ﬂ—l

1/(1-a)
x{ MY — )1~ a1+ b /o) —y — Sl A (g LT

(46)

4. Existence and dynamic stability of steady states

The steady states of the equilibrium dynamics depicted by the difference equa-
tions (45) and (46) are defined as tlign v; = v and t1i1>n u; = u. Explicit steady state

solutions are not possible. Thus, we are in need to resort to an intermediate value
theorem to prove the existence of at least one feasible steady-state solution
Vmin <V <o0cand O <u <1.

To this end, for given structural and policy parameters (except b), the maxi-
mally sustainable debt to GDP parameter is defined as »™**, and the minimal
capital-output ratio as v;min which ensure full employment. On inserting G* from
the steady-state version of equation (41) into the steady-state version of equation
(42) with # = 0, vyin can then explicitly be determined as follows:

(1-a)/[14+a(1—pu)—0(1—a)]
Umin = [aig}/ﬂilqs (HO)_lMOliz)/(lia) ’ . (47)

— pmax

Using the steady-state version of equation (39) withu = 0, b can be

calculated as follows:

pmax _ {ﬁ(l —a—y— 5) - a‘e(ﬂ + 8)¢M_1/(1_H)Umin[6(1_0’)_”]/(1_”)}
(48)
/ {“ﬁ (Vmin) " + eHM /(=) 10 (vmin>a(1_”)/(1—“)};

Whereby, to ensure a strictly larger than zero ™, it is assumed that:
ﬁ(l —a—y— 5) > a’g(ﬂ + e)qufl/(lfa) vmin[ﬁ(lfa)fa]/(lfa) .

For the proof of the existence of at least one 0 <% <1 and vpin <v < oo the steady-
state versions of equations (45) and (46) are used. This results in:

eb
"= AP MY N[ — a(1+b/v) —y — 5|(1 — upla-00-al/1-0) _ g _ ¢

(49)

1—u = ¢(a’Ho) 7 (eb) ™Y A=) M@/ (a1 l000-)altop] /(1) (1 _ 5yt
s {a’Bp MY (1 —u)[1 — a(1+ b /v) — y — Sple—00-a)/(0-a) (50)
—(B+ ey,

By substituting a’fp MY (1 —u)[1 — a(1+b/v,) —y — 6p¥ =% — p — ¢in
(50) for eb /v, equation (50) can be reduced to the following simpler equation:

1—u= a_ay"_lqﬁHo_lM("_z)/(l_”)(1 _ u)/4*11)[9(1—11)—0(1—/4)—1]/(1—11) (51)

Using the short cut 1 — 4 = w, the two equations (49) and (50) can be explicitly
solved for w as follows:
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-0, -1/ (1-a) [0(1-a)—a)/(1-a)
w01 _a ¢M v [ﬁ—&—e(l—i—b/v)], (52)
pl—a(l+b/v)—y -4

Wy — [a,gyﬂ,l(/)Ho,1M(ﬂ,2)/(H>U[9(1,a),a(,,,1>,1]/<1,a>] Y& (53)

Hereby, w; represents the solution of equation (49) for w, while w, exhibits the
solution of equation (50) for w. A steady state solution exists if w;(v) = w»(v) for at
least one vy, <V < oo.

Proposition 1. Suppose there exist #> 0 and v™* > 0 such that w1 (v™*) =
w,(v™**) + 5. Then, the solution of w1(v) = w,(v) for at least one v, <v <™
exists and represents a steady state of the equilibrium dynamics (45) and (46) with
O<w<1,(0<u<l).

Proof. For b = b™* it is known from above that v = v, and # = 0. Thus, let be
b <b™. Using this assumption, we may then show that 0 <# <1 and vy, <v <V™*,
From both b <b™, dw1/db = {[e(1 —y — 6) + af] x a lpM~Y/ (=@ y[i-2e+0(1-a)}/
1—a)/{plab—(1—a—y— 5)]1)}2 > 0 and from equations (52) and (53), it follows
that 0<w <1, (0 <u <1). Now an intermediate value theorem is applied to
demonstrate that w4 (v) = w;(v) for vy, <v <v™**. To this end, notice first that for
b = b™, w1 (Vmin) = W2 (Vmin)- Under b <b™* and dw, /db > 0 it is clear that
W1 (Vmin; ) <w1(Vmin; b). Since w; (v) does not depend on b, it follows that
w2 (Vmin; b) = w2 (Vmin; b™) for all feasible b. Hence, w1 (vyins b) <ws (0mmins b), Vb <™,
At the upper boundary of feasible values for v, at v = v™**, the assumption
employed in Proposition 1 above ensures that w;(v™**; b) > w, (v™**; b). Since the
two functions wy(v; b) and w,(v; b) are continuous on v, <v <v™*, the interme-
diate value theorem implies at least one vpin <¥ < Vmayx such that w;(v) = w,(v) and
0<w<1,(0<u<1).. Moreover, for a broad set of feasible parameters the solution
is unique. Q.E.D.

The next step is to investigate the local dynamic stability of the unique steady-
state solution. To this end, the intertemporal equilibrium equations (39), (41), and
(42) are totally differentiated with respect to v;11, Wy 1, GtY , U, w;. Then, the Jacobian
matrix J (v, w) of all partial differentials with respect to v, and w; is formed as follows:

P (o,0) 2L o, )
W) = t t , 54
Jv,w) 0wy i1 (v,w) 0w 11 (v, w) (54)
(}Ut 5 (}wt >
with
W1 _ . ebGY [a — 0(1 — a] + (1 — a)pbq + [@ — O(1 — a(p + €)G¥v
o, n = (1—a)ebG¥ ’
Wepr _ . v[eb + (B +e)v]
ow, J12 ebw <0,
oW1 _ .
o Jn =

w{la— 01— a)](B+ )G v + (1 — a)pbqg + aehG [a — O(1 — ) + pu(1 — a)]}
(1—a)’ebG¥v
W41 ebla+p(l—a)] + (B+ e

ow; =Jn = eb(1—a) >0.

b

The sign of j,, is unambiguously smaller than zero, while the sign of j,, is always
larger than zero. The signs of j,; and j,; depend on whether 6> a/(1 — a) or
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0<a/(1—a). In the former case the sign of j,; is smaller than zero, whereby the
sign of j,, is larger than zero. In the latter case, the signs of these entries of the
Jacobian (54) are in general ambiguous. To evaluate the dynamic stability of the
equilibrium dynamics in the neighborhood of the steady-state solution, the eigen-
values of the Jacobian matrix (54) are needed. To this end, the trace Tt/ (v, w), the
determinant Det/(v,w) and 1 — Tt/ (v, w) + Det/ (v, w) need to be calculated.

af | (f+e)(1+06)p

Tt (v, w) :9+/4—8G—Y+ - , (55)
_pA—p)q (B +e
Det/(v,w) = —r + Ou {1 + " >0, (56)

1— TeJ (v, w) + Detf (0, w) = (1— 0)(1— p) + 2 QG; W _Brell ;9(1 — Kl
(57)

The sign of the trace turns out to be, in general, indeterminate, while the
determinant of the Jacobian (54) is larger than zero. Moreover, the sign of
1— Ty (v,u) + Det/(v,u) is in general ambiguous. However, for a broad set of
feasible parameters, all of which are following the assumptions used thus far, the
trace is larger than zero (larger than 2) and 1 — Tt/ (v, u) + Det/ (v, u) < 0.

Proposition 2. Suppose the assumptions of Proposition 1 hold. Then, the
calculation of the eigenvalues 4; and 4, of Jacobian (54) at the steady-state solution
0<w<1,(0<u<1)and vmin <v <™ shows that for a broad set of feasible
parameter combinations with b <b™*, 11 >1and 0 <4, <1.

In other words, the steady-state solution in the present endogenous growth
model with involuntary unemployment represents a non-oscillating, monotone
saddle point with v, as a slowly moving variable and w; (#,) as jump variables. With
vo = v >0 historically given, wy (#¢) jumps onto the saddle-path along which both
variables converge monotonically towards the steady-state solution.

5. Comparative steady-state effects of a higher public debt to GDP ratio

Being assured of the existence and dynamic stability of a steady-state solution it
is now apt to investigate how a larger government debt to GDP ratio impacts the
steady-state GDP growth rate and the steady-state unemployment rate. A
comparable OLG model with endogenous growth and full employment [9] finds
that the GDP growth is raised by a higher government debt to GDP ratio if the
GDP growth rate is larger than the real interest rate in the initial steady state. If the
real interest rate is higher than the GDP growth rate in the initial steady-state, larger
government debt to GDP ratio lowers the GDP growth rate. Because of these
interesting results, it will be expedient to explore whether in our model with an
independent aggregate investment function the GDP growth rate effect of more
government debt will also depend on the difference between the initial GDP growth
rate and the initial interest rate. In addition, of particular interest is how a larger
public debt to GDP ratio affects the unemployment rate which could not be inves-
tigated by Lin [9].

To proceed, we now consider the intertemporal equilibrium equations (37),
(39), (41) and (42) in a steady-state and differentiate the resulting static equation
system totally with respect to 7, G, v, w and b. The following linear equation system

with respect to the total differentials dr, dGY, dv,dw,db is then obtained:
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di(1—a) = (q — G¥)db — bdG" — qbdv /v, (58)
e a dv dw
?:“‘”)((1_(1)7*?)’ &)

dG" dw [1-0(1-a)dv _

[T e (60)

Gyvd—w +le= 01— a)pGY 4 (1 - a)bq] dv (1-a)
w

€
o dr = qdb. (61)

v + (B+e)

Solving simultaneous equations (58) and (61) for dr and dGY, and inserting the
result for 4GY into equations (59) and (60) we obtain a two-dimensional linear
equation system comprising the variables dw and dv. The solution of this equation
system for dv/db and dw /db reads as follows:

dv _2-p[e(G" —q) + (B+e)q]v 62)
db eGYb(1 — TiJ + Det]) ’

d_w: _[1—6’(1—(1)4-(1(1—/4)] [e(GY—q) +(ﬂ+g)q]w 3
db (1 — a)eG'b(1 — TiJ + Det]) '

The right-hand side of the differential quotient (62) shows that a higher public
debt to GDP ratio affects the capital-output ratio unambiguously negatively if
dynamic inefficiency prevails, i.e. the GDP growth factor is larger than the real
interest factor since 1 — Tt/ 4+ DetJ < 0 for a broad set of admissible parameters.
Under dynamic efficiency, i.e. the real interest factor is larger than the GDP growth
factor the response of the capital-output ratio to higher public debt to GDP ratio
becomes in general ambiguous.

The term on the right-hand side of equation (63) shows the response of one
minus the unemployment rate to a higher government debt to GDP ratio. It tran-
spires that when dynamic inefficiency prevails and moreover a > 6(1 — @) holds, the
response of one minus the unemployment rate is unambiguously positive and thus a
higher public debt to GDP ratio reduces the unemployment rate. A glance at the
output market equilibrium equation (38) makes clear why this is so. It shows that
one minus the unemployment rate balances the inflexible investment to GDP ratio
with the other aggregate demand to GDP ratios. E.g., with a higher debt to GDP
ratio wealth of old consumers rises which induces a higher consumption demand of
older consumers. With a relatively inflexible investment to GDP ratio, a higher
consumption demand to GDP ratio can be maintained only if the unemployment
rate falls. Moreover, higher public debt raises the real interest rate which necessi-
tates a decline of the capital-output ratio due to profit maximization which addi-
tionally increases labor demand and thus diminishes unemployment.

The calculation of the marginal change of the steady-state wage tax rate and the
GDP growth factor from equations (62) and (63) brings forth the following result:

dt _ (B+e)l+0(1—p) [Gyv —qb+v)] (64)
db (1— a)eb(1 — TiJ + Det]) ’

dG" _ (1-6)(1—p)G"(eG" + fq)
db (1—a)eG'b(1— TtJ + Det])’

(65)
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Debt to GDP  Capital-output GDP growth One minus Wage tax  Interest

ratio ratio factor unemployment rate rate factor

b =0.024 0.14450 1.51422 0.905413 0.44784 2.07608

b =0.03 0.134872 1.5212 0.941195 0.45870 222433
Table 1.

Steady solutions before and after the policy shock.

A glance on the right-hand side of equation (64) shows that the response of the
wage tax rate to a higher debt to GDP ratio is in general ambiguous. If, however, the
GDP growth factor is sufficiently larger than the interest factor (precisely if
G > (1+ b/v)q) then higher public debt decreases the wage tax rate. On the other
hand, the right-hand side of equation (65) reveals that a larger public debt to GDP
ratio is conducive for GDP growth provided that 6 < 1. Interestingly, for # = 1 more
public debt does not enhance GDP growth.

Because in the case of dynamic efficiency the response of the unemployment
rate to higher public debt is in general ambiguous, we use a numerical parameter
set that implies dynamic efficiency before the policy shock and which is in line
with the assumptions of Proposition 1. To this end, the following parameter
combination not untypical because of medium-term econometric parameter
estimations is assumed: # = 0.6, = 0.45,a = 0.3,A =7,Hq = 3,u = 0.5,
y=0.04,6=0.2,£=0.06,¢ = 2.5,0 = 0.8. For the policy shock, it is assumed
that b is raised from 0.024 (= 72% p. a) towards 0.03 (= 90% p. a.). The calculation
of the steady-state solutions for the capital-output ratio », the GDP growth factor
G, the wage tax rate 7, 1 minus the unemployment rate w and the real interest
factor q before and after the policy shock is depicted in the following Table 1.

Although under the present parameter set dynamic efficiency prevails (= the
interest factor is larger than the GDP growth factor in Table 1 with b = 0.024), a
larger public debt to GDP ratio, i.e. b = 0.03 diminishes the capital-output ratio,
enhances the GDP growth factor, reduces the unemployment rate and raises the
wage tax rate and the interest factor. Thus, the qualitative responses of main macro-
economic variables to higher public debt are similar to those under dynamic ineffi-
ciency. As can be shown by variations of main parameters (see Farmer [10] and
Farmer [12] in a similar model context), these results are not constrained to the
specific parameter set presented above but hold for a broader set of structural and
policy parameters.

6. Conclusions

This chapter aims to incorporate involuntary unemployment in an OLG growth
model with internal public debt and human capital accumulation. Deviating from
new-Keynesian macro models in which involuntary unemployment is traced back
to inflexible wages, output prices and interest rates vis-a-vis market imbalances,
real wages and real interest rates are perfectly flexible in our Diamond-type growth
model with involuntary unemployment. Involuntary unemployment occurs in line
with [6, 7] aggregate investment is inflexible due to investors’ animal spirits.

After presenting the model set-up temporary equilibrium relations and the
intertemporal equilibrium dynamics are derived from intertemporal utility maxi-
mization, atemporal profit maximization, government’s budget constraint and the
market-clearing conditions in each period. To arrive at determinate equilibrium

122



Involuntary Unemployment in Diamond-Type Overlapping Generations Models
DOI: http://dx.doi.org/10.5772 /intechopen.101081

dynamics, it is assumed that the government holds constant over time: the public
debt to GDP ratio, the HCI-expenditure ratio, the non-HCI expenditure ratio and
the unemployment benefit to GDP ratio. As a consequence, the wage tax rate
becomes endogenous.

Due to the complexity of the intertemporal equilibrium relations, an explicit
steady-state solution is not possible. Thus, the simplest mathematical existence
theorem, the intermediate value theorem is applied to prove the existence of a
steady-state solution with a strictly positive capital-output ratio and an unemploy-
ment rate larger than zero and smaller than one. Contrary to intuitive expectations,
there exists a finite limit to the public debt to GDP ratio even in the economy with
involuntary unemployment. Public debt to GDP ratios higher than that limit implies
negative unemployment rates which are infeasible. As Farmer [10] shows in a
similar model context maximum public debt in a growth model with involuntary
unemployment is not a purely theoretical notion but turns out to be empirically
relevant in a numerically specified growth model with involuntary unemployment.

Besides the existence of a steady-state solution for the intertemporal equilibrium
dynamics, its dynamic stability was shown. It turns out that for a broad set of
feasible structural and policy parameters the dynamics is saddle-point stable. With
the capital-output ratio as a sluggish variable historically given, the unemployment
rate jumps initially suddenly onto the saddle-path along which both variables con-
verge monotonically (non-oscillating) towards their steady-state values.

Being assured of the existence and dynamic stability of the unique steady-state
solution we shocked it by a higher public debt to GDP ratio mimicking the
pandemic-related larger public debt to GDP ratios in almost all countries of the
world economy. In line with Keynesian policy expectations, we were able to show
analytically that in case of dynamic inefficiency, i.e., the GDP growth rate is larger
than the real interest rate, a higher public debt to GDP ratio (below the maximum
debt to GDP ratio) unambiguously reduces both the capital-output ratio and the
unemployment rate while raising the GDP growth rate in a dynamic market econ-
omy with perfectly flexible real wage and interest rates. In the case of dynamic
efficiency, the responses to the policy shock become in general ambiguous. How-
ever, in a numerically specified version of the presented model, it was shown that
qualitatively similar comparative steady-state effects occur even in the case of
dynamic efficiency. The main reason for these results is that under inflexible
aggregate investment higher public debt creates a positive wealth effect with old-
age consumers which raises aggregate demand and hence reduces unemployment.

The limitations of the present research are obvious: First, micro-foundations for
the aggregate investment function are lacking. Here, stock-market foundations for
the aggregate investment function in line with Farmer [15]‘s investor’s belief func-
tion should be provided to overcome the purely macro-foundation of the aggregate
investment function. Second, there is no impact of larger public debt to GDP ratios
on aggregate investment. Here, Salotti [14]‘s an empirical specification of a negative
relationship between public debt and aggregate investment may be incorporated in
a future version of the present model. Both subjects are left to future research.
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Chapter 8

Youth Unemployment and
Productivity-Pay in the GCC
Countries

Wasseem Mina

Abstract

Although the total youth unemployment rate in the Gulf Cooperation Council
countries is less than in other high-income countries, the female youth unemploy-
ment rate is more than quadruple the male youth unemployment rate compared
to equal rates in high-income countries. The gender bias in youth unemployment
is attributable to the generous social contract GCC nationals enjoy as well as the
largely conservative GCC culture that perceives a more important role of women in
the household than in the job market. The generous social contract is also a key fac-
tor in the duality of the GCC labor markets with one segment for national labor and
the other for foreign labor. Foreign labor constitutes most of the labor force, and the
link between pay and productivity is strong in the foreign labor segment indicating
labor market efficiency. This chapter investigates whether the presence of strong
pay-productivity links in both labor market segments reduces the national youth
unemployment rates in the GCC countries. Empirical evidence shows that linking
pay to productivity robustly reduces the total and female youth unemployment
rates. The influence is strongest on the female youth unemployment rate, however.
Productivity-pay helps reduce youth unemployment and the associated gender bias.

Keywords: youth unemployment, female youth unemployment rate,
male youth unemployment, labor markets, productivity-pay, GCC

1. Introduction

The oil-rich Gulf Cooperation Council (GCC) countries are high-income coun-
tries. They include Bahrain, Kuwait, Oman, Qatar, Saudi Arabia, and the United
Arab Emirates (UAE). Over the past two decades (2000-2020), Qatar, UAE, and
Bahrain had the highest population growth rates of 8.2 percent, 5.9 percent, and 4.8
percent, respectively, followed by Oman, Kuwait, and Saudi Arabia at rates of 4.1
percent, 3.8 percent, and 2.6 percent.' The corresponding population growth rates
for the Arab world, high income countries, and the world total are 2.2 percent, 0.6
percent, and 1.2 percent, respectively.

Despite the high population growth rates of the GCC countries, youth unem-
ployment rates were lower than the rates in other high-income countries. High
youth unemployment can constrain long-term growth and reduce economic, social,

! Figures are based on the World Bank’s World Development Indicators (WDI).
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and political stability [1].” As Table 1 shows, the total youth unemployment rate in
2007-2017 averaged 28.5 percent, 12.5 percent, and 11.9 percent in Saudi Arabia,
Oman, and Kuwait, respectively.3 In comparison, the rate amounted to 6.9 percent,
5.3 percent, and 1 percent in the UAE, Bahrain, and Qatar, respectively.4

Compared to other high-income countries, the total youth unemployment rate
in the GCC countries is lower. In 2007-2017, the total youth unemployment rate
amounted on average to 11 percent in the GCC countries compared to 18 percent in
a sample of 44 high-income countries.’ The difference is even larger for the male
youth rate: The male youth unemployment rate is 8.5 percent in the GCC countries
compared to 18.1 percent in the other high-income countries. The GCC countries
therefore fared well relative to other high-income countries with respect to the total
and male youth unemployment rates.

Female youth unemployment is a serious issue in the GCC countries, however.®
The female youth unemployment rate is 20.6 percent compared to 8.5 percent for
the male youth unemployment rate, resulting in a ratio of female-to-male youth
unemployment rate of 4.5.” In the sample of 44 other high-income countries, the
male and female youth unemployment rates are almost equal (18.1 percent).

In addition, the GCC countries experience female youth unemployment rate
heterogeneity. The female youth unemployment rate is higher in Saudi Arabia (53
percent), Oman (24.6 percent) and Kuwait (16.7 percent) compared to Bahrain
(12.8 percent), UAE (11.2 percent), and Qatar (5.5 percent). This is perhaps not
unusual given the pattern of the total youth unemployment rate in the two groups
of countries.

However, the ratio of female-to-male youth unemployment rate is highly
pronounced in Qatar and Bahrain. Despite enjoying low total youth unemployment
rate, Qatar and Bahrain have the highest female-to-male youth unemployment rate

? Youth unemployment refers to the labor force ages 15-24 without work but is available for and seeking
employment. Youth unemployment rate measures the extent of youth unemployment. The youth unem-
ployment rate is measured as the number of youth unemployed relative to the total labor force between
ages 15-24.

3 This rate includes both male and female youth unemployment.

* The GCC countries can be therefore perceived as two heterogenous groups with respect to the total
youth unemployment rate.

> The sample of high-income countries include Australia, Austria, Barbados, Belgium, Brunei
Darussalam, Canada, Chile, Croatia, Cyprus, Czech Republic, Denmark, Estonia, Finland, France,
Germany, Greece, Hong Kong, Hungary, Iceland, Ireland, Israel, Italy, Japan, Korea, Latvia, Lithuania,
Luxembourg, Malta, Netherlands, New Zealand, Norway, Panama, Poland, Portugal, Singapore, Slovak
Republic, Slovenia, Spain, Sweden, Switzerland, Trinidad and Tobago, UK, US, and Uruguay.

® Another useful metric of an active (female) labor force is the (female) labor force participation rate.
This metric accounts for ages 15 and above and is not restricted to (female) youth. It is calculated as

the sum of all (female) workers who are employed or actively seeking employment divided by the total
noninstitutionalized, civilian (female) working-age population.

7 Based on WDI data, the period average female labor force participation rate is 39.9 percent, which is
less than half the male labor force participation rate (86.9 percent). The period average female labor force
participation rate is lowest in Saudi Arabia (20 percent), Oman (28.4 percent), and Bahrain (43.1 per-
cent). See the Appendix for information on the individual GCC countries labor force participation rate
for both genders. In the other high-income countries, the period average female labor force participation
rate amounts to 53.8 percent. The lowest rates are in Malta (38 percent) and Italy (39 percent).

® International Labor Organization data suggests regional female labor participation rate is lower in ear-
lier years [2]. Female labor participation rate for Arab states was 12.8 percent in 2000 and dropped to 9.5
percent in 2011. The Arab states include Bahrain, Iraq, Jordan, Kuwait, Lebanon, Occupied Palestinian
Territory, Oman, Qatar, Saudi Arabia, Syrian Arab Republic, United Arab Emirates, and Yemen.
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Total (%) Male (%) Female (%) Female-to-Male Ratio

Bahrain 53 26 12.8 4.9

Kuwait 11.9 9.9 16.7 17

Oman 12.5 10.2 24.6 24

Qatar 1.0 04 55 136
Saudi Arabia 28.5 217 53.0 2.5

UAE 6.9 59 11.2 19

Total 11.0 8.5 20.6 4.5

Memo item

Other high-income countries 18.01 18.06 18.09 1.02

Table 1.

Youth unemployment rates in the GCC countries (2007-2017; period average).

ratio of nearly 14 and 5, respectively. The average female youth unemployment rate
is nearly 14-fold the male youth unemployment rate in the case of Qatar and five-
fold in the case of Bahrain.

The purpose of this chapter is to explain youth unemployment in the GCC coun-
tries. I start by discussing the reasons for the gender bias in female youth unem-
ployment (Section 2). The presence of generous existing social contract for GCC
nationals as well as cultural factors are offered as explanations for the gender bias.
The social contract is key to understanding the dual nature of GCC labor markets.
To be able to reduce the youth unemployment rate, it is important to understand the
degree of labor market efficiency. I discuss GCC labor markets efficiency and posit
that it reflects more the foreign labor segment (Section 3). I conjecture that having
a strong pay-productivity link in both the national and foreign labor segments can
reduce the female and consequently the total youth unemployment rate (Section 4).
This conjecture is based on a graphical analysis of the relationship between youth
unemployment and the pay-productivity link in 124 non-GCC countries as well as
in the six GCC countries. To explain youth unemployment empirically, I specify
and estimate an empirical model (Section 5). The empirical results show that
linking pay to productivity reduces the female and total youth unemployment rates
(Section 6). I conclude with a policy recommendation (Section 7).

2. Social contract and labor market segmentation

The generous implicit social contract the GCC states have extended to its nation-
als is believed to have shaped their expectations and decisions to work. The social
contract includes highly paid and protected government jobs as well unemployment
benefits [3-5]. It also includes free education, health care, and child support. At
retirement, generous public pensions are provided.

The highly paid government jobs have created high expectations about jobs in
the private sector including high reservation wages. Thus, national youth on the
labor supply side may offer their labor services at high wage rates. On the labor
demand side, at high wage rates the demand for national youth labor services is
normally low especially if unaccompanied by high productivity. The interaction of
the supply and demand for labor leaves a surplus of national youth unemployed.
The high reservation wages and unemployment benefits may reduce job search and
increase the duration of unemployment.
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With oil revenues financing the generous (implicit) social contract and eco-
nomic activities in the GCC economies, the hiring of foreign labor was inevitable
given the economic growth following oil exploration and production, and the lim-
ited indigenous population, labor force or human capital.” The stipulated benefits in
foreign labor (explicit) contracts do not on average match those of GCC nationals.
Accordingly, the GCC labor markets are segmented de facto.

In addition to the social contract and the resulting labor market segmentation,
and the relatively less costly foreign labor, cultural factors weigh in towards more
female youth unemployment. The GCC culture is largely conservative as suggested
by gender segregation at public schools and universities. Many females prefer to
remain at the household as opposed to working or remaining on the job market." It
should be noted however that the literacy rate gender parity index for youth shows
that both genders are at par."”

3. Labor market efficiency: Pay and productivity

The World Economic Forum’s Global Competitiveness Index (GCI) assesses
labor market flexibility and efficiency. The assessments are based on executive
opinion survey. Businesses included in the survey represent the sectors they operate
in. These comprise agriculture, manufacturing industry, non-manufacturing indus-
try, and services. The number of businesses surveyed depends on the contribution
of the sector to GDP." Surveyed businesses are in principle not necessarily large
corporations. They may be small or medium in size.

Linking pay to productivity, performance-based pay, or performance-pay for
short, is a labor market efficiency indicator. Given the segmented nature of the
GCC labor markets and the significant presence of foreign workers in the GCC
countries, the indicator tends to reflect the strength of the relationship between
productivity and pay in the foreign labor segment.” Although the pay-productivity
link is perceived as strong relative to the other high-income countries, labor is non-
unionized and collective bargaining is absent. This may partially explain the link
strength.™

Table 2 presents the 2007-2017 period average of the linking pay to productiv-
ity indicator for each of the GCC countries. A score of 1 indicates that the two are
completely unrelated, while a score of 7 indicates they are strongly related. The table
shows that Qatar and the UAE have the highest average scores, while Kuwait has the
lowest. It also shows that the GCC countries, as a group, have a higher average than
other high-income countries.

® The average annual growth rates for Bahrain is 3.77 percent (1981-2020), Kuwait 4.57 percent
(1993-2019), Oman 8.38 percent (1966-2019), Qatar 8.43 percent (2001-2020), Saudi Arabia 4.86
percent (1969-2020), and UAE 4.86 percent (1976-2019). The rates are mathematical averages of annual
growth rates obtained from the World Bank’s World Development Indicators (WDI) over the specified
periods.

10 If they decide accordingly not to search for jobs, they should not be considered as part of the labor
force. In cases of divorce, females may start searching for jobs, however.

' This is based on the WDI 2017 literacy rate gender parity index for youth for Bahrain, Kuwait, Oman,
Qatar, and Saudi Arabia and the 2015 index for the UAE.

12 Non-manufacturing industry includes mining and quarrying, electricity, gas and water supply, and
construction.

3 There is no collective bargaining in the GCC labor markets though.

* The strength of the link may depend on business professional management in case of large businesses.
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Country Average
Bahrain 4.53
Kuwait 3.84
Oman 419
Qatar 5.09
Saudi Arabia 4.57
UAE 5.03
Total 4.54
Memo item

Other high-income countries 4.27

Table 2.

The pay-productivity link (2007-2017; period average).

4. The relationship between labor market efficiency and youth
unemployment

Several IMF working papers find that labor market flexibility reduces unem-
ployment [6-8]. Labor market flexibility, in particular hiring and firing policies
and hiring costs, was found to reduce over unemployment, youth unemployment
and long-term unemployment [6]. It was also found to reduce unemployment in
Algeria, a resource-rich, labor-abundant North African country [7]. Flexible labor
markets were also found to help fending off financial crises [8].

Does labor market efficiency, measured by the pay-productivity link, influence
the youth unemployment rate? And what is the nature of the relationship? To
answer these two questions, I undertake in this chapter a graphical analysis of this
relationship in 124 high-income, upper- and lower-middle income, and low-income

Total Youth Unemployment Rate (%)

PP (1-7 strongly related)

Figure 1.
Total youth unemployment rate and performance-pay: Large country sample evidence.
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countries as well as in the six high-income GCC countries. Figure 1 suggests the
presence of a negative relationship between the total youth unemployment rate and
the pay-productivity link in a large sample of non-GCC countries.” This relation-
ship still holds if I instead examine the influence of lagged pay-productivity link on
the total youth unemployment rate.

Figures 2-4, which are based on 2007-2017 period averages, also suggest the
presence of a negative relationship in GCC countries for the total, male, and female
youth unemployment rates.'®

> Graphical analysis also shows the youth unemployment rate negatively influences the pay-productivity
link. Figure is available from the author.
16 The figures are based on 2007-2017 period averages.
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Figure 4.
Female youth unemployment rate and performance-pay in GCC countries.

Labor economics theory explains this relationship in terms of the substitution
effect of higher wages on labor supply. Higher wages associated with more produc-
tivity encourage workers to increase their work hours. Alternatively, higher wages
encourage workers to reduce their leisure hours in response. At the macro level,
when youth observe that work effort and productivity are rewarded, they search for
jobs and take employment. This in turn reduces the youth unemployment rate.

Therefore, I conjecture that having a strong pay-productivity link in both the
national and foreign labor segments can reduce the female and consequently the
total youth unemployment rate. In explaining the different youth unemployment
rates — total, male, and female, I will assume in the next section that the strength of
pay-productivity link is equal in both labor market segments.

5. Explaining youth unemployment in the GCC countries - the empirical
model

The negative relationship between the different youth unemployment rates and
productivity-pay observed in the above graphs is investigated empirically. Building
on [9] who examines the relationship between labor market flexibility and youth
unemployment, the empirical model includes the pay-productivity link as an
explanatory variable."” In this chapter, I explain the different youth unemployment
rates (total, male, or female). The empirical model is now expressed as:

UR, = f8, + B,PP, + B, GROWTH, + 8,GFINANCE, + 8,URBAN, +¢,

where UR is youth unemployment rate. PP is the pay-productivity link
indicator (log). GROWTH is economic growth, a proxy for the expansion in

7 In [6], control variables include an output gap measure to control for business cycle fluctuations, the
size of government, the degree of trade openness, the rate of urbanization, population density, a crisis
dummy, and the lagged level of unemployment rate(s).
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job opportunities. It is measured by the annual GDP per capita growth rate.
GFINANCE is government fiscal expenditures, which account for the major
employment role the GCC governments play in hiring nationals. GFINANCE is
measured by the general government final consumption expenditures (as a percent-
age of GDP). URBAN is the degree of urbanization in the economy. It accounts for
the geographic concentration of business in urban areas and is measured by the
percentage of urban to total population. ¢ is the error term. The subscriptsi and ¢
are country and time indexes.

Data on PP are obtained from GCI. Data on the other variables are obtained
from WDI. The data covers the period 2007-2017.

Panel data models are used in estimation. I account for both the GCC coun-
try- and time-specific effects. Country-specific effects may include factors such
as culture and traditions, which do not change by time at least in the short and
medium terms. Time-specific effects are related to global factors, such as oil prices
or foreign direct investment, which are not country-specific and may impact the
GCC countries at specific years.

6. Empirical results

Table 3 provides the 2007-2017 period average for the model variables. The table
shows four interesting observations. First, Qatar and the UAE have the strongest
pay-productivity links, as indicated by their scores. Second, Saudi Arabia and
Oman have the highest level of fiscal expenditures relative to GDP. Yet they have
the highest youth unemployment rates. Third, more than three quarters of the GCC
population live in urban areas. Finally, the GDP per capita growth rates are negative
for Kuwait, Oman, Qatar, and UAE.

The correlation between the different variables reveals interesting initial
relationships, as Table 4 shows. PP is negatively and statistically correlated with
the total and male youth unemployment rates.” Government expenditures,
GFINANCE, are positively correlated with all youth unemployment rates, while the
degree of urbanization, URBAN, is negatively correlated with them all. The correla-
tion between the GDP per capita growth rate, GROWTH, and the different youth
unemployment rates is very low.

Country UR PP GROWTH GFINANCE URBAN
Total Male Female
Bahrain 51 2.5 12.5 45 03 14.3 88.7
Kuwait 11.2 10.0 137 39 =33 16.8 100.0
Oman 12.4 104 222 43 -0.8 20.4 76.8
Qatar 1.2 0.5 6.2 51 -01 14.0 98.5
Saudi Arabia 292 223 53.8 4.6 12 221 82.3
UAE 7.0 6.0 11.2 5.0 -2.8 9.8 84.4
Total 11.0 8.6 199 4.6 -0.9 16.2 88.5
Table 3.

Empirical model variables (2007-2017; period averages).

'8 Pairwise correlated at the 5 percent statistical significance level.
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PP UR-Total UR-Male  UR-Female GROWTH GFINANCE URBAN
UR-Total -0.275 1 0.986 0.965 0.090 0.655 -0.454
UR-Male -0.313 0.986 1 0.915 0.053 0.617 -0.445
UR-Female -0.180 0.965 0.915 1 0.136 0.684 -0.481
GROWTH 0.147 0.090 0.053 0.136 1 0.105 —0.101
GFINANCE  -0.396 0.655 0.617 0.684 0.105 1 -0.241
URBAN —0.055 -0.454 -0.445 -0.481 —-0.101 -0.241 1

Notes: Bold fonts indicate statistical significance at the 5 percent level.

Table 4.
Correlation matrix.

6.1 Fixed effects model estimates

Empirical results are presented in Table 5. As mentioned above, the estimation
methodology accounts for both country and time effects. Thus, the table provides

estimates by country and year.

Total Male Female
PP -13.235a -12.796a -21.837a
(2.030) (2.856) (7391)
GROWTH -0.068b -0.035 -0.215b
(0.026) (0.027) (0.087)
GFINANCE 0.044 -0.115 0.299
(0.098) (0.132) (0.283)
URBAN -0.487a -0.507a 0.683
(0.138) (0.147) (0.439)
Kuwait 9.507a 11.709a -10.992b
(1.418) (1.367) (4.449)
Oman 0.469 1.844 14.534b
(2.095) (2.299) (6.719)
Qatar 2.420 4.384b -10.414b
(1.556) (1.696) (5.062)
Saudi Arabia 20.998a 17.753a 44.035a
(1.455) (1.816) (4.476)
UAE 1.113b 1.961a 4.513a
(0.491) (0.619) (1.318)
Year—2007 -2.203a -2.004c -1.744
(0.669) (1.054) (2.452)
Year-2008 -1.617b -1.873 —-0.161
(0.786) (1.127) (2.398)
Year-2009 -1.631b —1.333c —0.825
(0.661) (0.765) (1.940)
Year-2010 —1.195¢c -1.079 —0.096

135



Macroeconomic Analysis for Economic Growth

Total Male Female
(0.611) (0.733) (2.256)
Year-2011 —1.194c¢ -1.369 0.356
(0.682) (0.874) (1.813)
Year-2012 -1.207b -1.790b 1.014
(0.552) (0.763) (1.703)
Year-2013 —-0.902¢c -1.207c 0.032
(0.502) (0.667) (1.540)
Year-2014 -0.223 -0.372 0.087
(0.428) (0.574) (1.563)
Constant 68.707a 69.584a -19.331
(13.730) (14.933) (44.733)
Observations 54 54 54
R-squared 0.996 0.987 0.987

Notes: Robust standard errors in parentheses. a, b and c indicate significance at the 1%, 5%, and 10% levels,
respectively.

Table 5.
Fixed effects model estimates (LSDV estimation,).

The results confirm the negative relationship between productivity-pay and
youth unemployment observed in Figures 2—4. In the three columns, the PP coef-
ficients are negative suggesting a negative influence of the productivity-pay link
on the three youth unemployment rates. However, the absolute coefficient value is
biggest for the female youth unemployment rate. The coefficient indicates that a
one percent improvement in the strength of the pay-productivity link reduces the
total, male, and female youth unemployment rates by 0.13 percentage point, 0.12
percentage point, and about 0.22 percentage point, respectively. These coefficients
suggest therefore that the influence on the female youth unemployment rate is
almost double the influence on the male youth unemployment rate. The pay-
productivity link plays a relatively more significant role in reducing female youth
unemployment in the GCC countries.

GROWTH also has a negative influence, as we would normally expect. It is
statistically significant in the total and female youth unemployment rate models.
Interestingly, both PP and GROWTH have equal coefficients: A one percentage
point increase in GDP per capita growth rate reduces the female youth unemploy-
ment rate by 0.22 percentage point. In contrast to [1], GFINANCE does not have a
statistically significant influence on the different unemployment rates. The degree
of urbanization, URBAN, reduces the total and male youth unemployment rates but
not the female youth unemployment rate.

The coefficients of the country dummies — the country-specific effects - suggest
that the country effects do not reduce total or male youth unemployment. This is
obvious in Kuwait, Saudi Arabia, UAE and Qatar. Only in Kuwait and Qatar, the
country-specific effects reduce the female youth unemployment rate.

The coefficients of the time dummies are negative and statistically significant
in the total youth unemployment rate model. The time dummies are statistically
significant at least at the 5 percent level in 2007-2009 and 2012. The increase in the
world oil prices in 2006-2016, as Figure 5 shows, may provide an explanation for
this outcome. The oil price increase possibly feeds through GDP growth rate reduc-
ing the total youth unemployment rate.
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6.2 Feasible generalized least squares estimates

Although the GCC countries seem alike, they may be different from each other
in how the youth unemployment rate is explained by the empirical model. Thus,

I test for panel-level heteroscedasticity. I also test for autocorrelation in the error
term. If either or both empirical issues are present, I plan to adopt a feasible gener-
alized least squares (FGLS) estimation methodology.

Since the likelihood ratio %2 test rejects the null hypothesis of panel-level
homoscedasticity at the one percent level for the three youth unemployment
rates, as Table 6 shows, I adopt FGLS accounting for panel heteroskedasticity.

The Wooldridge F test for autocorrelation fail to reject the null hypothesis of no
panel-level autocorrelation in the case of total youth unemployment rate. However,
the test rejects the null hypothesis at the five percent level in the case of male and
female youth unemployment rates. I account for serial correlation in FGLS estima-
tion of these two youth unemployment rates.

FGLS estimation results are presented in Table 7. Results confirm the negative
influence that linking pay to productivity has on the total and female youth unem-
ployment rates but not on the male youth unemployment rate. An improvement in
the pay-productivity link strength by one percent reduces the total and female youth
unemployment rate by 0.23 percentage point and 0.21 percentage point, respectively.

UR Heteroscedasticity test Autocorrelation test
Total 116.74a 3.679

Male 147.77a 13.108b
Female 152.68a 6.581b

Notes: The null hypothesis for the heteroscedasticity test is panel-level homoscedasticity. The null hypothesis for the
autocorrelation test is the absence of (across) panel autocorrelation. a, b and c indicate significance at the 1%, 5%,
and 10% levels, respectively.

Table 6.
Panel heteroscedasticity and autocorrelation tests.
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1) )} 3
Total Male Female
PP -22.693a —4.018 -20.603a
(6.102) (2.850) (4.633)
GROWTH —-0.123 —-0.019 -0.108¢c
(0.098) (0.032) (0.058)
GFINANCE 0.437a 0.080 0.399a
(0.157) (0.051) (0.098)
URBAN -0.318a —0.028 -0.326a
(0.082) (0.079) (0.095)
Constant 64.853a 15.790 67470a
(14.247) (9.790) (13.569)
Observations 54 54 54
Number of countries 6 6 6
Wald test 42.76a 4.72 47.32a
Panel heteroskedasticity Yes Yes Yes
Panel autocorrelation No Yes Yes

Table 7.
FGLS estimation results.

In contrast to the results of Table 5, empirical evidence shows that government
expenditures increase the youth unemployment rates. A one percentage point
increase in the share of government consumption expenditures in GDP increases
the total and female youth unemployment rate by 0.44 percentage point and 0.4
percentage point, respectively. This result is in line with [1], who finds that an
increase in government consumption expenditures (percentage of GDP) by one
percentage point increases the total youth unemployment rate.

It might be the case that through consumption expenditures that the GCC
governments put incomes in the hands of households, which discourage youth from
searching for and taking jobs. From labor economics theory perspective, this is the
negative (positive) income effect on work (leisure) hours. An increase in incomes
discourage youth from increasing their labor supply. Alternatively, an increase in
incomes encourage youth to take more leisure hours.

In contrast to the positive influence of government finance and like the result of
Table 5 for total youth unemployment, the degree of urbanization reduces the total
youth unemployment rate. It also reduces the female youth unemployment rate. In
addition, the GDP per capita growth rate reduces only the female youth unemploy-
ment rate but only marginally statistically.

7. Conclusion and policy recommendation

The empirical analysis of the two estimation methodologies supports the
beneficial influence of linking pay to productivity on the total and female youth
unemployment rates. Labor market efficiency can help reduce youth unemploy-
ment. This suggests that having an equal link strength in both labor market
segments rewards the national youth, especially females.

The adoption of policies that increase labor market flexibility and efficiency
to reduce (youth) unemployment is not unusual. Spain, for example, in 2010 and
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2012 relaxed contract termination, reduced severance pay, notice period, and
business social security contributions [1, 10]." The strength of collective bargain-
ing was reduced, and enterprise-level agreement increased [10]. Firms have been
able to withdraw from collective bargaining agreements one year from the agree-
ment expiry date. Despite increasing labor market flexibility, youth unemploy-
ment remained high due to the downward rigidity of nominal wages, among other
reasons [1]. The implicit GCC social contracts result in downward nominal wage
rigidity.

The chapter recommends the adoption of labor efficiency policies and practices.
Paying labor its economic value establishes efficiency in both labor market seg-
ments and encourage national youth to search for and take jobs not just in the gov-
ernment and state-owned enterprises — the traditional employer of nationals, but
also in the private sector. Estimation results suggest that the magnitude of influence
on female youth unemployment is relatively strong. GCC policy makers should be
well-versed about the importance of the pay-productivity link and its implications
for human resource management at the organization level. The obtained results
suggest that national female youth are motivated by pay rewards.

Besides, efficiency helps clear the negative perceptions about labor market
segmentation and the ensuing pay unfairness, and the gender bias. Labor efficiency
helps in the efficient use of available domestic labor resources and in less reliance
on foreign labor. By encouraging nationals of both genders to seek opportunities
in the private sector, the adoption of labor efficiency policies and practices can
help nationals of both genders develop a gamut of work-related skills including
entrepreneurship. Entrepreneurship can help in job creation and reducing youth
unemployment.

Finally, although this chapter makes the case of linking pay to productivity to
reduce the youth unemployment challenge, I should point out though there is no one-
solution-fit-all if the goal of reduction of the youth unemployment rates is regarded
as merely political. GCC policymakers may consider alternative solutions to youth
unemployment in changing economic, political, social environment. The remain-
ing reality, however, is that each adopted solution has pros and cons that should be
considered.
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Appendix

Labor Force Participation Rates.

Country Male Female
Bahrain 869 431
Kuwait 85.4 473
Oman 839 284
Qatar 94.6 539
Saudi Arabia 76.7 20.0
UAE 93.9 46.5
Total 86.9 39.9
Memo item

Other high-income countries 68.7 53.8
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Perspective Chapter: International
Financial Markets and Financial
Capital Flows - Forms, Factors and
Assessment Tools
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Abstract

This paper/chapter empirically examines the reaction of international
financial markets and financial capital flows across many developing and emerg-
ing market economies, with a particular focus on the dynamics of capital flows
across emerging market economies. Using daily data from (2000 to 2020) and
controlling for a range of local and global macroeconomic and financial factors
and global financial crisis, we use a fixed-effects panel approach quantitative
and descriptive approach combined to show that emerging markets have been
affected more than advanced economies. In particular, emerging economies in
Asia and Europe have experienced the strongest impact on stocks, bonds and
exchange rates in recent times, as well as sudden and large capital inflows. Our
findings suggest that very large fiscal stimulus packages, as well as quantitative
easing by central banks, helped restore overall investor confidence by lowering
bond yields and boosting stock prices. Our findings also highlight the role that
global factors and developments in the world’s leading financial centers play in
financial conditions in emerging markets and developing countries. More impor-
tantly, the impact of quantitative easing measures related to the global financial
crisis by central banks in developed countries.

Keywords: international financial markets, financial capital flows,
financial development, economic growth, developing counties, emerging markets,
global financial crisis

1. Introduction

International financial markets and emerging markets, financial capital flows
play an important role in the economies of developing and developed countries
alike, as they are one of the financial policy tools used to mobilize domestic sav-
ings and an attractive tool for foreign investments, in addition to their active role
in financing economic development plans. With the growing deficit of the public
budgets of some countries, these countries have started to search for non-sovereign
financial resources to finance their development plans, so the financial markets
have become one of the important tools used for such development goals.
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The international financial markets and financial capital flows have witnessed
tremendous developments in recent years, whether in terms of new financial
instruments or terms of structural changes in market divisions, the creation of
new markets and the development of regulations related to trading, settlement and
clearing, which has called for the various countries of the world to make intensive
efforts to keep pace with these changes due to the effects of this, positive on the
liquidity and depth of financial markets [1, 2].

Moreover, the main factors for this development are global economic growth
and the continent’s growing integration into international financial markets. The
capital yield at the Johannesburg Stock Exchange (JSE) was 43% in (2005), in third
place after Seoul and Warsaw.

The increasing capital flows in the international financial markets and emerging
markets, developed countries have raised various concerns worldwide. One main
concern is the impact of the sharp decline of capital flows so-called sudden stops on
financial markets and the stability of banking systems and the economy [3].

The sudden stops and banking crises have been identified as the two main
features of most financial crises, including the recent Asian Financial Crisis and
Global Financial Crisis.

However, how capital flows and banking crises are connected remains unanswered.
Most current studies on capital flows are empirical work, which faces various chal-
lenges. The challenges include how data has been collected and measured in each coun-
try and how sensitive the results are to the data and the adopted methodologies [4].

Moreover, the links between capital flows and banking systems have been
neglected. This book helps provide some insight into the challenges faced by empiri-
cal studies and the lessons of the recent crises.

The book develops theoretical analysis to deepen our understanding of how
capital flows, banking systems and financial markets are linked with each other and
provides constructive policy implications by overcoming the empirical challenges [5].

However, the problem remains only about (87000) Africans, i.e., less than
0.01% of the total population, benefit from this kind of growth. At present, more
than half of the people on the continent survive on less than 1.9 USD a day. The
World Bank (2007:79) predicts that by (2030), more than three-quarters of the
population of sub-Saharan Africa is likely to be among the world’s poorest [6].

The effects of poverty and wealth are not independent processes, but interre-
lated. Those talking about poverty cannot remain silent about wealth. An important
correlation between poverty and wealth concerns financial markets, and in the
move towards globalization, this is getting to be even more important [7].

The depth and global ramifications of the East Asian financial crisis which broke
out in (1997) have confounded analysts and forecasters, and have been a major
cause of more recent periods of extreme volatility in international financial mar-
kets. Expectations that the crisis would be confined to the region and that recovery
would be relatively rapid have been repeatedly belied by events [6].

By the middle of (1998), it was clear that it was sharply reducing growth rates
not only in the directly affected countries but also in most other developing and
transition economies. The international liquidity crisis set off by the currency col-
lapse and debt default in the Russian Federation raised the possibility that the full
global implications might not yet have been realized [8].

On the other hand, the relatively benign response of financial markets to the
later Brazilian currency crisis and the continued rapid growth of some major
industrial countries suggest that the repercussions may still be restricted largely to
developing countries [9, 10].

Subsequently, to the real economy, which means production and trade financial
markets had a secondary or subservient position. The three market segments were
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largely separated from one another. Before the (1970s), financial markets were
mainly national markets, thus concentrating on the prevailing national economy.
Foreign trade is only related to monetary transactions and foreign investments [11].

Moreover, until the (1970s) international financial markets were regulated
politically by the Bretton Woods system, which at its core promoted stable rates of
exchange between important currencies and the control of capital transactions.
This system provided a relatively stable general framework for the world economy,
as well as considerable growth [12].

Financial markets were not limited in terms of individual national economies,
but were opened internationally and globally. At the same time, business size and
variety grew by scales. Proportions between the real economy and financial systems
became inverted, which led to the economic dominance of the financial markets,
creating the trigger, Centre and motor for the present wave of globalization [12, 13].

2. Introduction to international financial markets and financial
capital flows

2.1 The emergence of international financial markets and financial capital flows

The most important financial markets and financial capital flows known to
economic history in Europe, and indeed in the world - and in which they were dealt
with bills of exchange, promissory notes, and precious metals are the markets of
Venice and Genoa in Italy and the Frankfurt market, and these markets were among
the most important European financial markets dealing with the Middle East,
which witnessed in that period a huge commercial activity as a center of communi-
cation between the far East and Europe.

With the development of capitalist economic thought that calls for specializa-
tion and division of labor, and with the emergence of the industrial revolution, the
importance of individual investments that require large financial resources that
exceed the capabilities and capabilities of individuals has increased [13].

As aresult, joint-stock companies appeared which opened a wide field for the
participation of a larger number of shareholders in the ownership of companies,
thus ensuring the necessary financing for them. On the other hand, the number of
banks has developed and their importance has increased in various countries [4].

All these factors and conditions, as well as the expansion of investment projects
and commercial transactions, contributed greatly to the emergence of financial
markets as an effective tool for mobilizing the resources and savings needed for
commercial and investment financing [14].

The first financial markets to appear were in the seventeenth century (17th cen-
tury) in Amsterdam, then in the eighteenth century (18th century) in Venice, and the
nineteenth and twentieth centuries (19th and 20th century), respectively, witnessed
the emergence of the British and international financial centers American [15].

Stock exchanges appeared in the nineteenth century (19th century) for trad-
ing goods, products, and securities and concluding deals. The emergence of stock
exchanges was the result of many economic factors, the most important of which
are [16, 17]:

* Increasing the financial activity of large institutions that use huge funds, such
as banks, insurance companies, and transport and communications companies;

* Increasing international trade exchanges, which saw the movement of commodi-
ties and raw materials from the colonized countries to the colonized countries.
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* The financial markets in developed countries have developed in conjunction
with the changes and developments taking place at the technological level, and
the volume of production and large business units has grown faster than the
available means of financing.

The activity of the financial markets has increased dramatically. The number of
financial markets in the United States of America has reached fourteen at present,
the most important and largest of which is the New York Stock Exchange. In Britain,
too, all financial markets have merged since (1913) into one system, which is the
London Stock Exchange [18].

In Japan, eight stock exchanges are currently operating, led by the Tokyo Stock
Exchange. This is the case in Germany, where there are also eight stock exchanges,
the most important of which is the Frankfurt Stock Exchange. As for France, there
are seven stock exchanges headed by the Paris Stock Exchange [1].

2.2 The functions of international financial markets and financial capital flows

Financial markets and financial capital flows play an important role in economic
life, and if we try to present the most important functions that they can perform,
they can be summarized as follows:

1. Developing savings by encouraging investment in securities, and directing
savings to serve the national economy.

2. The stock market encourages the development of the habit of investment
saving, especially for small savers who cannot carry out independent projects
with their little money, and therefore they prefer to buy securities according to
their money, and this helps to serve the purposes of development and reduce
inflation, as it helps direct Savings towards appropriate investments (either in
stocks or bonds) according to price trends.

3. Assistance in transferring funds from groups that have surpluses (the lenders)
to groups that have deficits (borrowers), and the lenders reduce their cur-
rent consumption expenditures in exchange for higher incomes in the future
when the maturity dates of those loans come, and when the borrowers use that
borrowed money to buy and rent the factors of production, they will produce
higher incomes, thus increasing the standard of living not only for the borrow-
ers but for all segments of society [9].

4. Contribute to financing development plans by offering government securi-
ties in that market. The emergence of the importance of securities issued by
joint-stock companies was accompanied by the increasing recourse of govern-
ments to public borrowing from members of the people, to meet their increas-
ing expenditures and to finance development projects, by issuing bonds and
bills issued by the public treasury with different terms. It is less important than
other aspects of employment [10].

5. Contribute to the support of internal and external credit. As the buying and
selling currencies on the stock exchange is a manifestation of internal credit, if
the manifestations of this credit increased to include securities traded in global
stock exchanges, it became possible to accept these securities as a cover for
contracting financial loans.
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6. Contribute to achieving high efficiency in directing resources to the most
profitable areas; this is accompanied by economic growth and prosperity. This
requires the availability of several features in the stock market, which can be
summarized as follows:

a.Efficient pricing: meaning that prices reflect all available information.

b.Operational efficiency: meaning that the cost of transactions is minimized
compared to the return that these transactions can yield.

c. Market justice: meaning that the market provides an equal opportunity for
everyone who wants to conclude deals.

d.Safety: It means the necessity of providing means of protection against
the risks that result from the relations between the parties dealing in the
market, such as the risks of fraud, fraud and other unethical practices that
some parties intend.

Determining the prices of securities realistically based on sufficient knowl-
edge and a high degree of fairness.

The prices of securities are determined through negotiation or auction (public
auction), which more closely reflects the opinion of dealers on the appropri-
ate price of the security under the prevailing market conditions, in addition to
what companies and economic authorities do in publishing all data related to
companies, their instruments, profits and financial positions; This prevents
creating an unrealistic price for the security. This price represents the best
price for the seller (highest bid) and the buyer (Lowest Offer) [15].

A stock market is an important tool for evaluating companies and projects. It
contributes to increasing investors’ awareness and insight into the reality of
companies and projects, and is judged on success or failure.

10. The drop in stock prices for a company is conclusive evidence of its lack of

success or the weakness of its financial position; which may lead to making
some adjustments in its leadership or in its policy in the hope of improving
its position [15].

2.3 The components of international financial markets and financial

capital flows

The money market requires the availability of several basic components to

become an effective market capable of achieving the objectives for which these
components are established, which can be summarized as follows:
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1. Adopting a liberal economic philosophy based on confidence in the capabili-
ties of market forces to move economic activity in light of considerations of
economic efficiency and rational behavior of both producer and consumer,
exporter and importer and other individuals and organizations based in eco-
nomic activity, that private capital plays a leading role in accumulating private
savings And re-allocate them to the faces of economic activity that achieve the
highest possible rate of return in light of the lowest possible level of risks [2, 10].
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2. The necessity of having a sufficient volume of savings, both national and
foreign, offered and at the same time corresponding to sufficient demand
for them so that there is no surplus in demand without being matched by the
available supply of savings that undertakes to cover it, or an excess of supply
that does not have the demand capable of employing it in the various financial
investments [11].

3.Existence of sufficient investment opportunities capable of attracting short
and long-term capital offered and looking at the same time for attractive in-
vestment opportunities.

4.Finding effective legislative and regulatory frameworks through their flexibil-
ity and ability to continuously develop and adapt to national and international
economic changes.

5. Availability of effective and diversified banking and financial institutions to
play their required role in accumulating national and foreign savings on the
one hand and creating and generating investment opportunities and pre-
paring them in the form of investment projects and promoting them on the
other hand.

6. These financial or banking institutions play a prominent role in the mediation
process between savings and those who join to find the required convergence
between the supply and demand for savings and the presentation and demand
for investment opportunities.

7.Having a good and diversified portfolio of securities that contains many dif-
ferent advantages to be able to attract dealers in the financial market and at the
same time provide them with great opportunities to choose.

It is also noticeable that the term “Internationalization” has spread in inter-
national securities after (H2), due to the huge measures that were followed in
the major advanced industrial countries to liberate the movement of capital
from the restrictions imposed on them and the great role played by the informa-
tion revolution, which made the international financial markets more like with
a single financial village with interconnected parties and able to find diverse
and attractive investment opportunities for those wishing to invest around
the globe.

In addition to opening the door for international commercial and specialized
banks to find the appropriate purpose to add the money that they accumulated
in particular in the period (1947-1990) as a result of the phenomenon of accu-
mulation of petrodollar surpluses, and the great development what the European
currency markets witnessed is in addition to the success achieved by the central
banks of the advanced industrial countries in controlling the inflationary
phenomenon in the era of the eighties, thus opening the way for these countries
to adopt flexible interest rate policies that enabled them to reduce their interest
rates, which in turn contributed to an increase in the demand for high-quality
securities [6, 19].

Fixed interest rates (International Bonds) and this development has created great
popularity in the field of international financial investments and prepared the way for
capital movements across international borders, in addition to the great role played by
the policy of reducing and removing restrictions between international markets [20].
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3. Investing in international financial markets and financial capital
flows

3.1 The mechanism of dealing in international financial markets and financial
capital flows

Securities are issued either denominated in real currencies traded in a country,
and this is mostly either “Arithmetic” or “Compound” monetary units that are not
traded, but are used only as units of measurement, because of the advantages of real
currencies to avoid the fluctuations that may occur on the currency that may it harms
the interests of dealers in the financial market and is dealt with in these markets
according to indicators in the light of which the trends practiced by investors, specu-
lators and financial analysts in the financial markets are determined which are:

1. Economic indicators: The movement of stock and bond prices in the financial
market is affected by economic indicators, which in turn reflect the validity of
speculations and expectations in the market, such as the case of announcing
a huge financial budget or an ambitious investment approach, which means
expecting prices to rise in general, and pumping additional funds. The market
would reflect on the state and conditions of stock exchanges in developing coun-
tries, and so on in adopting statistics on industrial production, national product
or disposable income as indicators in stock markets in developed countries [4].

2. Monetary and financial indicators: They are one of the most important indica-
tors to know price trends in the financial market, as the rise in interest rates
leads to investors moving towards depositing in banks, and selling their shares
in the market, so the supply of them increases and their prices decrease, while
the funds are heading towards the financial market in the event of falling
prices interest in banks or transferred to the bond market [6, 21].

3.Increasing the money supply, whether in the economies of developing or
developing countries, leads to a rise in stock prices, and conversely, a decrease
in the growth rates of money supply will lead to a decrease in stock prices, and
therefore the intervention of central banks in expanding or reducing the mon-
ey supply is reflected in the shift in money prices, the interest is to rise or fall,
and then influence the price trends in the financial market accordingly [21].

4.Trading volume in the stock exchange: The number of shares and bonds traded
in the financial market determines the strength of the market and the expecta-
tions of its rise or fall in the future, as the intensity of trading volume means
the optimism of investors and their willingness to invest in the market and the
subsequent rise in prices as a result.

5.The individual nature of these markets, makes the investor face strong par-
ties in the aspect of issuance and marketing, represented by public bodies and
major companies, which can enter the international market [2].

6. It is difficult for the investor to have sufficient knowledge of the prevailing con-
ditions in the markets in general, as well as the conditions of the bodies in which
he invests his securities. Often the investor relies in this regard either on a few
general information or on the advice and instructions of stock traders. This is if
we know that the majority of investors resort to the services of specialists due
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to the conditions and fees imposed by them that are rarely related to the quality
and effectiveness of performance.

7. Securities holders, especially bond holders, need to tighten their protection
not from risks in the normal market resulting from changes in interest rates,
exchange rates or credit of securities, but rather the risks resulting from the
failure of debtors (especially in the bond market) to perform their obligations,
represented by the difficulty of obtaining On foreign currencies when paying
or delaying the payment of interests and installments, or imposing exchange
control or imposing taxes, such as taxes on transfers and so on.

Therefore, if the market achieved progress or supply and was not accompanied
by heavy trading, then the prices remain unchanged or tend to decline due to
the relative stagnation of participation, and thus investors are directed towards
liquidating their investments as prices continue with downward trends. Hence, it
becomes clear to us that the intensity of trading and the increase in prices is what
generates the demand, which is followed by the occurrence of successive increases
after that; therefore, demand is not the only thing that leads to an increase in prices
in the financial markets [22].

Thus, this market has characteristics that differ from what it is in the invest-
ment markets and consumer goods markets, which reflect the effectiveness
of the investment process mechanism in those markets, represented by the
following [23]:

3.2 Analysis of the reality of Investment in International Financial Markets and
Financial Capital Flows

The global economy, in view of the increasing importance of capital in the
financial services industry with its banking and non-banking components, has
become a tool driven by indices and symbols of global stock exchanges (Dow Jones,
Nasdag, Nikkei, DAX, Kick) which leads to the transfer of in-kind wealth from
one investor’s hand to another. Without hindrances or even across geographical
borders, where the continuous movement of capital looking for a profit in front of
its accumulated surpluses, providing guarantees to the owners of these funds and
diversifying them through the mechanisms provided by financial instruments and
controlling the different markets [24].

For example, World Bank reports indicate that the volume of transactions at the
global level reached about (300) billion dollars for the (Euro-Dollar) market in one
working day, which is approximately (75) trillion dollars per year, while the volume
of trade in the sector did not exceed Goods and services (3) trillion dollars until it
became a threat to the economies of the world [6].

The experiences of the nineties of the last century proved that this movement
of huge amounts of capital often led to the occurrence of costly financial crises and
shocks (in Mexico, the Asian tigers, Brazil, Russia) represented in [23]:

¢ Risks arise from sudden fluctuations in investments in international financial
markets, especially short-term ones.

* Risks of exposure to speculation in the market.

Risks of flight of national funds.

* Risks of entering dirty money (Money Laundering).
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Weakening control over national policies in the areas of monetary and fiscal policy.

Thus, the great powers of investment accounted for the wealth and markets of
the world, helped by the flourishing of communication networks and the transfer
of information provided by the tremendous technical progress in linking global
financial markets, allowing investors to respond to developments in the markets in a
timely and immediate manner [25].

Because of the phenomenon of monetary inflation, which is one of the struc-
tural characteristics of modern economic life in various countries of the world,
which in turn led to the rise in the costs necessary for investment, in addition to
the need for capital to expand its activities and the inability of savings on the other
hand to meet the volume of required investments, there is no other way but the
financial markets to obtain the necessary funds to meet that demand for the imple-
mentation of investments, through which transactions are conducted through the
investors selling their shares or increasing them by buying [26].

Thus the financial market became active as a new financial tool, and the accom-
panying calls for the abolition of legal and legislative regulations that stand in the
way of promoting market economies and the practice of banking and financial
operations on a large scale, and then accelerating the movement of capital flows
across borders, which created an expansion in the scope of dealing in different types
of securities, turning parts of the volume of traded capital into speculation globally
in the currency markets, stock exchanges, securities, stocks, bonds and short sales,
which made dealing in the international financial markets requires a continuous
review of the concepts, effects, and even strategies followed [27].

Often, dealing in these markets is within a deliberate process driven by capitalist
forces to achieve their interests, including trade liberalization and opening interna-
tional markets to the free movement of goods and services through the main play-
ers. These international markets that lead investment operations, sales procedures,
brokerage, and financial speculation [28].

3.3 Large transnational corporations and international financial markets,
financial capital flows

In the wake of the economic boom following the end of the Second World
War, the phenomenon of the spread of the so-called multinational corporations or
transnational corporations (most of these corporations are American, European, or
Japanese) has emerged [1].

Big companies seek to support and promote the global free market, where the larg-
est and strongest player in the image of giant multinational corporations and major
players in international financial markets. From here, the art of the game becomes
clear in the international financial markets through these companies and as follows:

1. The escalation of trends and movements of Western capital and companies
of this type with the help of the communications and information network,
illustrates the huge sources of power that allow giant monopolies to penetrate
global markets, including stock markets through movements, activities and
interactions to increase their ability to maneuver in dealing in these markets
by following the method of encouraging speculation in the stock exchanges on
stocks and bonds in order to operate the huge moving financial masses of mon-
ey with banking assets, whose value exceeds the total value of world trade by at
least thirty times (of visible and invisible goods and services), and this means
that if the total value of merchandise trade at the level of the world is three tril-
lion dollars (as we have shown), the volume of investments offered in the field
of stock exchanges, bonds, and electronic money or credit cards that they deal
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in in those markets is not less than (100) trillion dollars, which in turn are far
from the control of the richest central banks in the world [6, 29].

2.The movements and activities of Western commercial, industrial, information
and media monopolies with terrifying capabilities were taking place in the di-
rection of an attempt to cross or cross borders and affect the national sovereign-
ty of countries and societies and what is known as (Trans border Trends), such
actions and in the manner dictated by these companies, to facilitate the tasks
of the movements of the great powers to dominate the economies of the world
through major companies as one of the important methods for controlling the
flows of capital and investments, and controlling the tracks of the stock markets
in the world, including the stock and bond markets; In this case, it is considered
the beneficiary of these markets, especially with regard to the capital invested in
financial operations, which is reflected in the work mechanism in the interna-
tional financial markets, which is most powerfully reflected in the giant trans-
national companies and players in the international financial markets [6, 30].

3.The role of currency laundering operations (Money Laundering), money laun-
dering means the investment of illegally obtained currency by a third party
to obscure the identity of its source, knowing that the source of these funds
is a criminal act. These funds are exploited in the areas of accepting deposits,
bank transfers, issuing bank payment methods, guarantees, and financial
obligations Trading for third parties or for own account, external transfer,
cash brokerage, cash portfolio management, owning and managing financial
bonds, and other banking activities [6]. Preliminary data indicate that there
are (—0.9) trillion dollars of world production spent in what is known as the
“Shadow Economy” or transactions that are not subject to taxation and are not
recorded in the official books, which includes the unrecorded legal income of
cash-paid transactions from the unrecognized income side. Legal activities of
smuggling, drug and other activities [21, 31].

Money laundering takes place in three stages:

The First Stage: Employing illegal funds in the form of deposits with banks and
financial institutions, or buying shares and bonds.

The Second Stage: Concealing the true source of funds by conducting a series of
financial transactions.

The Third Stage: Repositioning the illegal money after it has been laundered.

The international financial markets are considered one of the most important
areas that enable this type of funds to operate, as it is difficult to follow up, con-
trol, or even besiege them in this market due to its integration into the network of
traditional financial and banking activities.

Payment via the Internet, and money launderers do not care about the economic
feasibility of investment as much as they are interested in employment that allows
the return or continuity of money circulation, which poses a risk to the investment
climate, especially in the financial markets represented in the stock markets of
stocks and bonds, as the movement of money required to be laundered without
taking into account profitability within the space of these markets will lead to
confusion in the market and promote the process of speculation among dealers in
the market and create a state of unequal competition with investors, as the money-
laundering process, due to its large amounts, affects interest rates and exchange
rates, and this reflects the rapid variation in the prices of stocks and bonds, and
its changes, thus falling into the trap of losses, withdrawal from the market, or
the bankruptcy of some investors; In view of the large size that laundered money
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occupies in the international financial markets, especially since there are gangs,
networks and international organizations with huge potentials specialized in the
processes of creating dirty money, and laundering it - its laundering - thanks to
financial globalization through the movement of people, bank transfers and the
transfer of capital [21].

The United Nations profits generated from organized crime amount to one tril-
lion US dollars annually and a fifth of this huge amount is re-laundered in the global
economy or about (200) billion dollars annually [6].

Among the most prominent of these dealings is what is happening in the field
of financial markets and financial institutions that practice secret financial and
banking accounts, where money is laundered and laundered through the means of
entering into stock and bond purchases (a series of buying and selling operations)
and the negative effects of such operations on trading operations, and dealing
in those markets and the matter becomes more dangerous if we know that dirty
money laundering networks employ a large number of economic and financial legal
advisors and brokers to manage and follow up the transactions, especially through
financial institutions and (Off Sure) banks that issue forged invoices and end-use
certificates to hide the source of these funds, and what follows from the Confusion
in the international financial markets as a result of sudden and rapid changes in the
prices of stocks and bonds and the value of exchanges in general [32, 33].

This is the state of the international financial markets, financial capital flows
and the cases of unequal competition, speculation, and manipulation in invest-
ment operations in them, which makes them under the weight of the alarming
movements of financial blocs and capital flows and the growing ability of the most
powerful actors on the global capital level, to form the empire of monetary capital
independent of industrial and commodity capital and thus is done Monopolizing
the resources and returns of the international financial markets through investment
and speculation operations in those markets [34].

4. The main players in the international financial markets and financial
capital flows

4.1 The most important international financial centers and their indicators of
the financial capital flows

4.1.1 American stock exchange - New York stock exchange

New York is currently the most important market or international financial
center, due to the large volume of capital traded in it, and the importance of pres-
sure and influence exerted by the Wall Street Stock Exchange on the rest of the
international financial centers in the world, which increased the importance of
the American financial market as well, the situation The dollar’s distinction in the
international monetary system [23].

New York emerged as an international financial center after World War II, when
in (1954) two-dollar loans were issued to Belgium and Australia, amounting to (55)
million dollars, and the New York Stock Exchange developed during this period. In
the mid-sixties, long-term investments in foreign bonds amounted to (5.7) billion
dollars, and most of them were directed to European foreign banks [23].

In (1962), the total amount of bonds issued by the American stock market
reached a record high of (1146) million dollars, and this amount exceeded the
sum of foreign loans issued in England, Switzerland, Germany, the Netherlands,
and Austria, all combined. In (1972), the volume of trading in the New York Stock
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Exchange amounted to about (71.2) billion pounds, and this exceeds the total
trading in (London, Tokyo, and Zurich) combined [16, 35].

During the period (1981-1987), the foreign capital employed in the American
financial markets amounted to about (920) billion dollars, the majority of which
was invested in US government bonds - to contribute effectively to covering the
ongoing public budget deficit.

The American stock exchanges have become the most important markets in the
world, as the value of the total financial investment tools registered in the American
financial market represents from 30-60% of the value of capitalization in global
stock exchanges, whether for stocks or bonds [36].

4.1.2 Characteristics of the US financial market

The rules of dealing in the New York Stock Exchange and the American stock
market require that all sales and purchases be done by public auction and with a
loud and audible voice, hence the prohibition of secret exchanges completely, in
addition to the fact that the broker may not complete the purchase or sale requests
received by him from His customers without displaying them in the hall by way of
public auction [37].

American financial markets are characterized by a set of characteristics, the
most important of which are [17, 38]:

* The presence of a sophisticated and efficient information system;

* The superior ability to continuously communicate with all financial markets in
the world, by linking them to a multilateral electronic system;

* Allowing the sale of securities to foreigners, either through the secondary
market, or by concluding transactions outside the official financial market;

* Continuous development and modernization at the level of American capital
markets in order to achieve high efficiency.

4.2 British stock exchange - London stock exchange

London is the most important European financial center and ranks second after
New York in the world. The activity of the London Stock Exchange dates back to the
seventeenth century (17th century) when the British government and some major
commercial companies began to raise capital through the sale of shares and bonds.
With the increase in the volume of financial investments, a type of dealer appeared
that plays the role of mediation between sellers and buyers of securities, and stock
dealers - after they met in London cafes - moved to a private building to practice
their activities [39].

London began to gain its importance as an international financial center during
the nineteenth century (Q19) when British overseas investment reached its limits.
After the First World War, the fame of the British financial market was affected by
the great competition from the New York Stock Exchange, in addition to the nega-
tive impact of the economic crisis of (1929) on the role of London [40].

After World War II, London was able to return to the international financial
arena by providing loans in Euro-Dollars. The London Stock Exchange plays two
main roles, as it represents a source of capital for the British and foreigners, and
it is considered a global center for dealing in securities. The British net revenues
from financial services witnessed during the second half of the twentieth century,
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and the following table represents the development of this development during the
period (1970-1980) [6, 41].

Statistics and studies indicate that the number of securities registered on the
London Stock Exchange is more than (6000) shares, estimated at 50% of the total
securities registered in the European financial markets, of which (2000) shares are
for international and European companies. This area, because most of the bonds
issued in the international financial market are registered in the London market [42].

The London financial market is characterized by a special system related to the
means and methods of carrying out operations. It is not an auction market like other
international financial markets but rather deals with negotiation and bargaining.

The broker in the London Stock Exchange is limited to mediating between the
client and the jobbers, which is similar to the wholesaler in the commodity markets,
as the jobber does not deal with the public, but sells and buys securities for his
account, even if he works in the name and under the responsibility of one of the
stock brokers [36].

The jobbers are a group of members of the London Stock Exchange, where they
perform the function of “Market Makers”, and their number is thirteen (13) traders
dealing with stockbrokers.

Several characteristics also characterizes the London Stock Exchange, namely

[3,29]:
* Experience in financial transactions;
* Stability of the foreign exchange market;
* Low taxes on stock dividends.

The London Financial Market is also divided into the stock market, bond
market, futures market, and foreign exchange market.

The Paris Stock Exchange and the Tokyo Stock Exchange, the Cairo Stock
Exchange,and the United States of America Stock Exchange.

4.3 Paris stock exchange

Before the First World War, France played an important role in the international
financial market, because the large amounts of capital accumulation and the limited
use of it in the productive areas inside France helped French banks to assume their
position in financing international trade operations and providing loans to other
countries. The French financial market began to gain more importance during the
second half of the twentieth century, due to the high rates of economic growth and
capital accumulation within France [36, 43].

This is despite the fact that the Paris Stock Exchange faced some obstacles that
limited the expansion of its financial activity, such as restrictions imposed on for-
eign direct investments in France and control over the issuance of foreign securities
and loans obtained by French companies from abroad [44].

This is despite the fact that the Paris Stock Exchange faced some obstacles that
limited the expansion of its financial activity, such as restrictions imposed on
foreign direct investments in France and control over the issuance of foreign securi-
ties and loans obtained by French companies from abroad. In the French financial
market, most dealing is done in bonds, and the government sets the conditions and
criteria for registering foreign securities and the way they are traded in the market.
That is why French financial markets are known as governmental management and
decision [45].
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4.4 Tokyo stock exchange

The Japanese financial market occupies third place after the financial market of
America and the financial market of Britain, and the first financial markets were
established in Japan in (1878 AD), namely the “Tokyo” market and the “Osaka”
market. The Japanese financial market played an important role in the process of
financing the industry resulting from the wave of economic development in Japan
during the nineteenth and twentieth centuries, which made the Japanese govern-
ment interested in developing and modernizing the Japanese financial markets,
taking advantage of the American experience in this field, until the Tokyo Stock
Exchange became one of the largest Competitors of the New York Stock Exchange in
the second half of the twentieth century [35, 36].

Among the most important characteristics of the Japanese financial market [1]:

a. Diversity of investment tools traded in it and low risk;

b.Great openness to the registration and trading of securities of foreign
companies;

c. The development of information systems and the ability to continuously com-
municate with international financial markets;

d.Characterized by high liquidity.
4.5 Cairo stock exchange

It occupies the first place in the Arab world, with its experiences in this field, as
it is the oldest Arab stock exchange, and alongside the Palestinian stock exchange, it
is considered the most important and active Arab stock exchange [12, 13].

The most important indicators used in international financial centers:

* The movement and direction of stock prices in the stock markets is measured
through a number of indicators. Each index includes a group of companies that
reflect the market movement, its degree of efficiency, and the rate of increase
or decrease in share prices.

* The most important indicators that characterize international financial
centers are the Dow Jones Index and the Standard & Poor’s (500) Index in the
American financial market, the Financial Times Index in the British financial
market, the Nikkei index in the Japanese financial market, in addition to the
CAC (40) index in the French financial market.

4.6 United States of America stock exchange

In (1887) Charles Dow developed two of the most widely used indexes, the
Industrial Corporations Index, and the Railroad Industries Index, which includes
(20) of the largest such corporations in the United States of America. These are
now known as the Dow Jones Industrial Average and the Dow Jones Transportation
Index [13, 14].

e The Dow Jones Index is one of the oldest and most famous indicators used in
the financial markets, as it was first published in the Wall Street Journal on
July 3, (1884).
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* This index includes three sub-indices and a major index that represents the
entire financial market.

e Standard & Poor’s (500) (S&P 500): contains five hundred securities
representing 80% of the market value of shares traded on the New York Stock
Exchange (400) industrial companies, (40) public utility companies, (20)
transportation companies, (40) companies in the field of finance, banking
and insurance.

* England (FT-30): This index brings together thirty of the most important
securities on the London Stock Exchange.

* (FTSE-100): the most popular index, containing (100) securities representing
70% of the total stock exchange capitalization.

* France (CA-C40) Index: It consists of (40) securities of the most important
companies on the Stock Exchange Paris.

* Germany (DAX) Index: contains (30) securities representing 70% of the stock
market capitalization

* Japan Nikkei Index: Contains (225) securities representing about 70% of the
capitalization of the Tokyo Stock Exchange.

4.7 The European dollar market “Eurodollar”

The reasons for the emergence of these European dollars go back to the (the
1950s), when some countries, because of the conditions left by the Cold War
between the two camps, deposited their dollar assets in Western European banks to
avoid the (USA) from freezing them if they were employed in them [21, 22].

4.7.1 The concept of the European dollar

The European dollar is the same as the (US) Dollar, which is in the form of
deposits in banks outside the United States of America. It is necessary to know
another idiomatic expression, “Eurodollar”, which originally meant dollar
deposits in European banks, including branches of American banks in Europe as
well [27, 44].

4.7.2 Characteristics of the euro-dollar market

Deposit operations with banks in Euro-dollars have led to the emergence of a
new international financial market that is completely different from the national
markets, and its operations are conducted in dollars through the intermediary of
banks spread outside the (EU) [21, 35].

4.7.3 The most important characteristics of this market

1. The Eurodollar market, as part of the international financial market, does not
have specific national borders, and therefore it is not subject to the control of
any country or system. The supervisory authorities in a country are unable
to influence the activity of this market effectively, and their capabilities are
limited in this area with their foreign currencies.
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2.This market is based on deposit and lending operations, and therefore it is
considered a market for loaned funds.

3.The very large and growing volume of the Eurodollar market operations great-
ly affects the monetary and credit conditions of the entire capitalist system.

4. The affiliation of creditors and debtors in this market to different countries.

5.This market enjoys relative independence and a special interest rate policy that
is completely different from the internationally applicable rates.

6. The Eurodollar market consists of two parts of operations:

* Interbank transactions: They take the form of current and term deposits
with certain interest rates.

* Interbank and other dealers’ operations: When banks make loans to their
customers.

4.7.4 Reasons for the development of the Eurodollar market

The emergence and development of the Eurodollar market are due to several
reasons, the most important of which are [33, 34]:

o Strictly limiting the credit interest rates paid by (US) banks to their depositors
by the central banks or the so-called (K) or (Q) rule, which led to a large num-
ber of non-resident dollar deposit holders and some residents investing their
money outside the country (MI) to evade the provisions of the aforementioned
rule, and thus obtain higher interest rates in Europe.

* The chronic deficit in the (US) balance of payments, as well as the method of
financing this deficit.

* The caution imposed on British banks since (1957) by using the pound sterling
as a foreign currency for transfers, and for conducting monetary transactions
between countries outside the sterling area, has forced the banks in London
to replace the dollar with the sterling and thus obtain all the necessary dollars
from outside England.

* The (USA) interest equalization tax has reduced the demand for loans by
(non-US) residents (due to the high cost of these loans), forcing them to resort
outside the (USA) to obtain the necessary financing.

* European insurance companies working for the (USA) found that it is in their
interest to maintain their dollar reserves in the European dollar market, which
brings them profitability and great financial returns.

* It should be noted that the Eurodollar market originated in the European
foreign exchange market, as the latter includes several currency markets.

4.8 The European bond market

The financial services business in Europe as a whole is undergoing fast transfor-
mations because of numerous primary driving forces. The most obvious example is
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(EMU), but liberalization continues apace, and technology is entering an exponen-
tial transition phase that may well allow for substantial disintermediation of many
aspects of the financial system. The paper’s first section provides an outline of the
specific changes that appear to be most likely to alter the market structure within
which the (ECB) will have to operate its monetary policy. Naturally, the first set of
modifications were those necessary to run a monetary union with a population of
300 million people [16, 34].

Several other fundamental causes have been at work in the background at the
same time, with the full implications only becoming apparent in the medium term.
Nonetheless, the implications have the potential to have a significant impact on
monetary policy implementation; therefore, they should be closely monitored [46].

The (ECB’s) Technical Actions the (ECB) made several technical steps as part of
its (EMU) preparations to ensure that its monetary policy could be implemented
effectively. Some of these improvements may have happened spontaneously over
time, as technology became more widely available, causing cost-cutting pressures
to force market participants to adopt these techniques. Nonetheless, (EMU) sped up
the following critical steps [17]:

1. Cross-border payments in real-time were required. Market players must be able
to arbitrage any geographical price disparities in money to create a unified pan-
European money market. The efficiency of payment systems will determine the
perfection of that arbitrage, so large amounts of money will need to be moved
quickly. A real-time system was the logical choice if central banks wanted to
avoid potentially enormous credit exposure to payment banks — and technology
had just made it possible. As a result, the target system was created [38, 47].

2.0nce the decision to avoid central bank credit exposure had been estab-
lished, real-time securities settlement became a need. The ability to settle
very large volumes of securities flows immediately was required to carry out
a monetary policy via securities transactions. Furthermore, the requirement
for collateral movement as part of the payment mechanism suggested the
same thing. The starting pistol for a major re-structuring of the entire settle-
ment chain had been fired once the (ECB) decided it would require these
settlement systems to be constructed for the limited purposes of monetary
policy execution. Furthermore, the (ECB’s) depositary minimum norms
underscored the need for action. With this limited process in place, market
players were bound to apply risk reduction and cost savings to all aspects of
their business [38].

3.The creation of methods for dealing with the (ECB) prompted a broader
expansion in the use of collateral. Tier One (high credit quality, marketable
debt instruments) and Tier Two (National Instruments) appear to be broad
enough to cover new securities that may emerge when market participants
develop new products to appeal to (pan-EU) investors. The significance of
the (ECB%) eligibility rules, however, should not be overstated. In March,
the (ECB) had 600 billion euro in total collateral out of a pool of 6300 billion
euro in eligible assets (2000). By a minimum issue size of 3.000 million euro
at the end of March, Salomon Smith Barney forecasts a size of 500 million
euro in (2000) markets that are easily accessible to institutional inves-
tors (2000). Given the broad eligibility criteria, it would be astonishing if
anewly issued asset was not (ECB) eligible, and there appears to be a little
price premium for “eligibility” at issue — or even in secondary trading, even
in the repo market itself [48].
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4.Improving collateral’s legal certainty is an obvious step, and the Giovaninni

Group published a paper on the subject in October (1999). It advised Member
States to employ a broad interpretation of Article 9 (2) of the Settlement Final-
ity Directive so that the protection of legal certainty was not overly limited to
the ECB and payments systems. Instead, they should eliminate legal risk for all
(EU) settlement system participants [49].

5.The (ECB’) basic duty of monitoring payment networks includes retail cross-

border payment systems. In late (1999), a new Directive was enacted for retail
systems, although it may not be enough to produce cross-border systems that
are as efficient (fast and cheap) as domestic systems (2002) [34].

6. Citizens will be unimpressed if they are unable to move “Single Money” around

to take advantage of pricing differences. Indeed, people may wonder what

the aim of a single currency was on a technological level. Any resulting loss of
popular enthusiasm for “Europe” at a time when (IGC) approval is on the table
to allow enlargement to take place might have major political ramifications [50].

4.9 Issuance of bonds that have been underwritten

The increase in corporate issuance was a prominent trend in the new euro

markets, and it is made up of various factors [34, 45]:

a.The (M&A) tsunami has resulted in a substantial increase in the need for

finance, but it is unclear which came first: the chicken or the egg! The rules of the
game have altered since Olivetti was able to raise funds for its offer for Telecom
Italia, and Vodafone’s hostile bid for Mannesmann could result in a new round

of bond issuance. Vodafone’s 30-million-euro bank facilities are estimated to be
(364) a day, thus a large portion of it will need to be refinanced over a longer
period. If European (M&A) activity maintains its pace of 1200 billion-euro
announcements in (1999), and only 10% is refinanced in the bond market, it
would equal the entire corporate bond issuance in that year (1999) [8].

b.In the investment-grade sector, (US) corporations exerted a significant effect

last year, owing in part to (FAS) 133, but also to finance companies’ aim to
extend their investor base. Both of these trends are likely to persist this year.
We feel that issuance relating to (FAS) (133) may easily quadruple.

c. Asset-backed securities (ABS) denominated in the euro have just begun to

scratch the surface of potential issuance despite reaching 43 billion euro in
(1999). The potential scale of the market that could result from the securitiza-
tion of European credit is most obvious when considering the second-largest
component of this volume — banks issuing Collateralized Loan Obligations
(CLOs) to reduce their need for regulatory capital. The 9 billion euro issued
in (1999) only amounted to less than 0.5% of the banking system’s aggregate
balance sheet [6].

d.Finally, the high yield market has developed very strongly as European institu-
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4.10 Markets for government bonds

a.The success of the Euro (MTS) - the electronic broking system established
from the platform used to trade Italian government bonds — was possibly one
of the most significant breakthroughs in (1999). It was launched in April and
has quickly expanded to include (9) of the Euro-11 government markets, with
a market share of around 30-40 percent of inter-dealer volumes. The decision
in December to incorporate (P) fandbriefe as an initial move into the non-
government sector - but still focused on the liquid component - underlines this
success. A minor tightening of the spread on 10-year Portuguese bonds after
their benchmark bond was listed on November 17 exhibited enhanced investor
trust in liquidity and pricing transparency [3, 49].

b.Furthermore, Euro (MTS) has announced the availability of a service for
arranging anonymous repos using the London Clearing House as the principal
counter-party. These events highlight the growing relevance of liquid bench-
mark issues and the potential to construct a secure money market that comes
with them. The need to ensure legal certainty for this type of business across
the (EU) is a vital component, underscoring the necessity for a broad interpre-
tation of the Finality Directive [30, 42].

c. Throughout (1999), debt re-structuring was a constant feature as debt manag-
ers worked to increase the liquidity of their issues. For example, the Dutch
Treasury said in June that debt re-structuring was a constant theme during
(1999), as debt managers tried to build up their liquid benchmarks to a typical
level of 10 billion euro through a 19-billion-euro exchange offer program [42].

d.Government bond markets continue to evolve rapidly as debt managers
respond to the new environment of low issuance and rising technology.
Finland led the technological way with an 11-year bond that was partly sold via
the Internet.

e. Bond issuance decreased by 21% in the first quarter, and we estimate a further
drop of 12% in the second quarter. However, we expect just a little decrease in
issuance for the year as several states alter their financing patterns to longer
maturities [30].

f. As aresult, issuance in the 30-year sector is likely to increase by roughly a
third. Now that there is a defined yield curve in euros, more debt managers
may be willing to experiment with such extended maturities in the future. The
inversion of yield curves in the (UK) and now the (US) demonstrates actuari-
ally driven investors’ demand for long bonds. The euro curve is already flatten-
ing, which may pique the interest of debt management. Surprisingly, the issue
of 30-year bonds in Euroland would account for about a third of the whole
portfolio of long-dated (UK) government bonds, whose yield pattern has been
severely warped by significant pension fund demand. This has resulted in
minimal government issuance, even with the help of the (UK) government’s
fresh borrowing plans. With the introduction of the euro, Europe’s capital
markets can be consolidated into a single, global size market that can facilitate
the movement of savings to a wide range of end-users [34, 37].

As the intermediary, the financial services industry has both a difficulty and an
opportunity because of the same combination of increased savings flows and new
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technologies. The speed with which the European sector is consolidating shows
that the transformation is already begun. However, because a merger takes time to
complete, there may be a period before the new services are put out and advertised
to the final client [51-53].

Other Stock Exchange operations could be eliminated, leaving only the certainty
of settlement as the most important activity. Shorter settlement durations (eventu-
ally shifting to real-time) are lowering even that role as the scale of settlement risk
grows. One strategy to change is the rise of clearing houses, such as for futures
exchanges [33].

Trading functions must continue to be carried out by suitably funded and
regulated exchanges, clearinghouses, and financial intermediaries as more
exchanges become computerized and distant trading becomes available. This is
critical for the financial markets’ systemic stability. Allowing unregulated and
undercapitalized software or technology firms to supply important procedures
in electronic securities transactions (for example, trading software or electronic
links) introduces new dangers [54].

By offering asset management services as an “institutional investor” or as a
direct execution agent, the financial services industry is attempting to position
itself as this intermediary. Nonetheless, as traditional Stock Exchanges compete
with Over The Counter (OTC) traders and Alternative Trading Systems, the execu-
tion infrastructure is changing dramatically (ATS). Electronic Crossing Networks
are becoming more common (ECNs) [36].

5. A comparative analysis of the effects of the global financial markets
and global financial crisis on Arab economies

Arab economies were exposed to the global financial crisis and the consequent
stagnation in the economies of the majority of developed and developing countries
during the years (2008 and 2009) [2].

The main channels through which the effects of the crisis spread to the Arab
countries varied, according to the nature of their economies, the degree of open-
ness and their connection to the global economy. For analysis, the Arab countries,
which are characterized by financial systems, can be classified into three groups.
The first group, (Emirates, Bahrain, Saudi Arabia, Oman, Qatar and Kuwait),
which is the Gulf Cooperation Council (GCC) countries, is open and trade with
high exposure to global financial markets, and its close connection with both the
global financial system and global markets for commodities, especially oil and
gas Petrochemicals were the main channels for the global crisis to spread to, so
the local financial markets in them are not directly linked to the global markets,
except for their economies [4].

As for the second group, (Algeria, Sudan, Libya and Yemen), their economies
depend on oil revenues, and therefore global demand and global oil prices affect the
financial policy significantly. The practices followed in these countries and keep-
ing with the global economic cycle, that is, government expenditures rise with the
increase in oil revenues and decrease with the decrease in those revenues, in most of
those countries [4].

They are countries in which the banking and financial sector depends on
domestic lending resources, and thus the third group (Palestine, Jordan, Tunisia,
Syria, Lebanon, Egypt, Morocco and Mauritania) whose economies are not directly
affected by the fluctuations of global financial markets [4].

External shocks, on the other hand, are communicated to their economies
through their tight trade ties with developed country markets and their key trading
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partners in the European Union and the United States. In terms of commodity
transactions, these countries’ exports are heavily reliant on developed-country
markets. This is in terms of service transactions like tourism receipts, worker remit-
tances, and foreign direct investment flows.

The fluctuations of the economic cycle and growth rates in developed countries,
in light of the stagnation resulting from the crisis, lead to the risks of slowing
growth in the third group countries, through the decline in the performance of their
export sectors with high exposure to the markets of developed countries, and the
decline in financial flows to them through the decline in revenues and the volume of
tourism and remittances Overseas workers and foreign direct investment [10].

Regarding a comparative analysis of the effects of the crisis on Arab economies
according to the three groups mentioned, the extension of the crisis is attributed
to two main things, the first of which is financial factors related to the degree of
exposure of the banking and financial sector in the economy to global financial
markets, and the second is the commercial factors that are related to the main trad-
ing partners of Arab countries [11].

5.1 First group countries

The most important conduits for the crisis to extend to the economy of the Gulf
Cooperation Council countries were financial factors connected to exposure to
global financial markets. The (GCC) countries saw a boom in financial resources in
the years leading up to the crisis, owing to large increases in oil income and foreign
capital flows to finance significant projects in a number of these countries, as well
as an expansion of bank credit to the private sector.

The financial surpluses of the (GCC) states shrank, as did the cash liquidity of
the banking and business sectors, as well as the outflow of foreign financial flows,
which entered the Gulf financial markets for speculative purposes, and as a result,
investor confidence declined.

These circumstances coincided with a lack of liquidity in global markets, leading
several (GCC) countries to reduce their reliance on external financing for major
projects in their countries, as well as the fact that many loans owed to international
financial institutions during the crisis needed to be refinanced, resulting in several
(GCC) countries reducing their reliance on external financing for major projects in
their countries. Several public and commercial sector enterprises and institutions
were at risk of being reinstated (as happened in the Dubai debt crisis) [8].

The rescheduling of outstanding debt, the rise in financing costs, and the fall
in investments in financing real estate development projects and the purchase of
real estate projects have all contributed to the postponement of many real estate
development projects. According to international reports, the total projects that
were under implementation at the end of (2009) were expected to be around $575
billion, compared to the entire projects that were under implementation at the end
of (2008), which were anticipated to be around $5.2 trillion (2008) [9].

This resulted in a drop in local demand for real estate, as real estate values fell,
significantly affecting the value of real estate assets held in Gulf banks’ investment
portfolios. Because of these developments, the climate of uncertainty grew, and
commercial banks implemented risk-reduction and capital-base-supporting poli-
cies, prompting banks to tighten lending conditions, resulting in a dramatic drop in
bank credit growth [8, 9].

Declining growth in the non-oil and business sectors, also confirmed by the
decline in the money meter (money and quasi-money). After the money stock
recorded a growth rate of about 10 percent in the period (2002-2005), its growth
accelerated during the economic boom period (2006-2008) to reach about
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19 percent, but the growth rate of the money stock declined sharply after that and
until the end of (2009) [4].

The repercussions of the global crisis were evident in the wake of the bank-
ruptcy of the investment bank (Brothers Lehman) in September (2008), as global
stock market indices declined as a result, and the impact was evident for the stock
markets in the (GCC) countries. Losses in the market value of the Gulf markets are
estimated at 41 percent or more. The equivalent of $400 billion during the period
September-December (2008). The Gulf stock market indices were subjected to
several fluctuations, and the Gulf stock market contagion with the global crisis
became visible. (P500 & S) Before and during the crisis the trend of the correlation
coefficient shifts from an inverse relationship before the crisis to a parallel (Direct)
relationship during the crisis [8].

Gulf banks, on the other hand, were able to post reasonably solid financial per-
formance towards the end of (2009), after absorbing some of the crisis’ losses. As
aresult, the banking sector in all GCC countries maintained high capital adequacy
rates before and during the crisis, and the increase in non-performing loans as a
percentage of total loans had no significant impact on the banking sector’s financial
results at the end of (2009), as the sector achieved net profits, albeit at a much
lower level than before the crisis [4].

The Gulf banking sector has also dealt with the systemic risks arising from the
crisis, in addition to the implementation of quick practical measures by the official
authorities in the (GCC) countries to support the safety and stability of the local
banking and financial sector. Some of these measures came to support the banking
and financial sector’s liabilities side, by injecting capital in the balance sheets of
banks, as was the case in the Emirates and Qatar, where the value of paid-up capital
amounted to 2 percent and 3.7 percent of (GDP), respectively [11].

The monetary authorities in the (GCC) states have provided facilities and loans
to the banks operating in them, in addition to the official authorities in Qatar sup-
porting local banks with “Assets”, by purchasing investment portfolios with local
banks, whose value has fallen sharply in light of the decline in the Doha Securities
Market indices [22, 30].

The total purchase value amounted to about 6 percent of the Qatari (GDP).
Supporting the “asset” side of these banks aims to improve the quality of their assets
and provide the necessary liquidity with local banks, in addition to restoring confidence
in the local stock market. In addition, the Emirates, Qatar and Kuwait took decisions to
guarantee deposits with local banks. This is in addition to the monetary authorities in
the (GCC) countries in general facilitating the use of monetary policy tools to enhance
liquidity in the banking sector by reducing the mandatory reserve ratios [12].

Within the framework of stimulating economic activity, Saudi Arabia took
the initiative to implement a plan to stimulate and revive the national economy,
by approving investments worth $400 billion over the next five years. It is worth
noting in this regard that the allocations for the stimulus program are among the
highest allocations in the stimulus programs applied by the Group of Twenty (G20)
countries. Several other (GCC) countries have also backed infrastructure spending
to boost aggregate demand, which helped support the non-oil sector’s development
in (2009), albeit at a slower pace than in prior years [6].

5.2 Second group countries
The local banking and financial sector in the countries of the second group
(Algeria, Sudan, Libya, and Yemen) was unaffected by the global financial crisis

because it was more closed and not directly linked to it, as (Algeria and Sudan)
were not exposed to market value fluctuations due to the small volume of trading

166



Perspective Chapter: International Financial Markets and Financial Capital Flows...
DOI: http://dx.doi.org/10.5772/intechopen.102572

and the lack of a stock market in the countries of the group, the number of
companies listed in it [4].

However, the economies of the group’s countries were affected by the decline
in demand for oil resulting from the stagnation in the global economy because of
the global financial crisis. In addition, both (OPEC) members Algeria and Libya
reduced their production quotas during (2008.and_2009), in implementation of the
(OPEC) decision to reduce production quotas. Because of these factors, the volume
of oil exports to the group’s countries declined by 28 percent on average in (2009),
compared to a decrease of 2 percent in the year (2008) [51-53].

On the other hand, the economies of the second category have seen a significant
increase in non-oil sector activity, particularly in Algeria and Libya. In the case of
Algeria, the non-oil sector grew at a healthy rate, owing to a large increase in the
agricultural crop of cereals, as well as the continuation of high public spending
on infrastructure development under the National Infrastructure Development
Program, and the accumulation of oil surpluses before the onset of the crisis. The
non-oil economy in Libya has grown rapidly because of increased government
spending on infrastructure projects and increased foreign direct investment in
Libya to implement infrastructure and construction projects [4].

As for Sudan and Yemen, the non-oil sector recorded high growth rates, similar
to Algeria and Libya during the oil boom, albeit at a slower pace, in light of the
availability of oil revenues before the outbreak of the crisis [55].

However, the decline in oil revenues due to the drop in international oil prices
had a negative impact on non-oil economic activity. In Sudan, for example, the non-
oil economic activity declined from a growth rate of 8 percent during the period
(2006-2008) to about 8.3 percent in (2009).

This is attributed to the decline in foreign investments to Sudan, in addition to
internal factors, some of which are related to the state implementing Measures to
reduce import demand in light of the sharp decline in external reserves resulting
from the decline in international oil prices.

5.3 Third group countries

The limited exposure to the global financial markets of the local banking and
financial sector in the third group countries (Palestine, Jordan, Tunisia, Syria,
Lebanon, Egypt, Morocco and Mauritania) has reduced the direct effects of the
global financial crisis on these countries.

However, the economies of the group’s countries are closely linked, the economic
activity and demand in the developed countries, in terms of commodity transac-
tions, represented in the concentration of export trends of a number of the group’s
countries to the markets of the European Union and the United States, as well as
on the side of service and capital transactions represented in remittances of their
workers abroad, tourism revenues and the flow of foreign direct investment [4, 6].

Therefore, the contraction in demand in the countries of the European Union
and the United States, and the entry of the global economy into a period of stagna-
tion, had a negative impact on the exports of the third group countries, and on the
flow of foreign direct investment to them [34].

In general, the local banking and financial sector in the group’s countries was able
to avoid the severe negative effects that several emerging economies witnessed during
the global financial crisis, because the foreign transactions of local banks in the major-
ity of the group’s countries are subject to restrictions on the freedom of capital flows.

The private sector has specific ceilings for investment abroad to reduce the expo-
sure of its foreign assets to high investment risks, such as what the global financial
markets witnessed during the crisis.
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On the borrowing side, most of the group’s countries’ banks and financial
sectors rely on domestic savings and financial resources. Even before the crisis, the
stock markets of the third group countries were unaffected by global stock market
fluctuations because the vast majority of local stock market investors are individu-
als from the group’s countries, with only a small amount of institutional foreign
investment in a few high-liquidity markets [31].

However, the developments in the global stock markets since the exacerba-
tion of the global crisis in the last quarter of (2008) negatively affected the stock
markets of a number of the third group countries due to the fluctuations in the
international markets.

Including European in particular. For example, the trend of the correlation
coefficient of the stock market indices of the group countries with the French stock
market index (CAC40) shifted from an inverse relationship before the crisis to a
parallel relationship during the crisis [2].

In terms of external financing, given the scarcity of global liquidity and the
resulting rise in the cost of the loan in global markets, several third-group countries
were able to fund their budgets from domestic financial sources, where domestic
liquidity grew at a rather fast rate. The government’s borrowing from the local
market corresponded with a drop in the growth of bank loans to the private sector,
which can be linked to global demand and supply dynamics [4].

Because of the reduction in foreign demand and the decline in global trade,
demand for bank lending has decreased. Furthermore, the uncertainty created by
the global crisis in local markets prompted commercial banks to adopt a precau-
tionary policy, which entailed not squandering the resources at their disposal to
avoid an increase in the number of cases of default and failure to repay, despite the
availability of liquidity [21].

The repercussions of the global crisis on bank lending to the private sector were
more visible in Palestine, Jordan, and Egypt, which saw a considerably greater
decrease in bank credit to the private sector during the crisis (2008 and 2009).
Following the implementation of the monetary authorities’ strategy that supports
stabilizing the value of the shekel and the dinar versus the dollar, the economy in
Palestine and Jordan was subjected to interbank liquidity pressures [4, 21, 31].

The Palestinian and Jordanian financial markets have been affected by the
exacerbation of the global crisis since the last quarter of (2008). As for Egypt, the
growth rates of bank credit to the private sector were weak before the crisis, in light
of the restructuring of the banking sector its assets and reducing the proportion of
non-performing loans. With the decline in economic activity due to the crisis, the
growth of bank credit to the private sector stopped, recording a negative rate at the
end of (2009) [4, 6].

Given the early structural reforms in the banking sector implemented by the
third group countries before the crisis’s repercussions, the banking sector in a
number of the group’s countries was able to achieve good performance before the
crisis by increasing the adequacy of risk-weighted capital and lowering the average
ratio of non-performing loans to total loans.

The banking sector in these countries canceled numerous problematic loans
whose value was fully covered by provisions, resulting in increased efficiency and
profitability in a number of them, as it achieved relatively good returns on assets
and shareholders’ equity. In general, the banking sector’s performance in the group’s
nations was unaffected by the crisis (2008 and 2009) [4, 6, 21].

However, the economic activity in the third group countries was affected by the
decline in external demand, as their exports declined the remittances of workers
abroad and the flow of foreign direct investment declined, while the tourism sector
witnessed a slight improvement.
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The intertwining of the export sector with the rest of the production and service
sectors, including the banking sector, reflected in the pace of economic activity
in the group’s countries, necessitating the intervention of the authorities in the
group’s countries to take quick measures to facilitate the management of monetary
policy and increase public spending through economic stimulus programs and
revitalization [6, 21].

In this regard, it is possible to shed some light on the efforts made in several
countries in this group. In the field of monetary policy, Jordan, Tunisia, Egypt and
Morocco reduced the interest rates approved by monetary policy, to urge com-
mercial banks to increase lending to the private sector. For example, the monetary
authorities in Egypt reduced the overnight deposit rate six times during the period
February-September (2009), bringing the cumulative reductions to 325 basis
points [2, 4].

The monetary authorities in Jordan reduced the monetary policy interest rate
three times during (2009), by 50 basis points each time. All the countries of the
group have reduced the mandatory reserve ratio, opened new lending facilities,
provided more liquidity to the banks operating in them, and provided guarantees
for bank deposits [6, 21].

In the field of fiscal policy, Tunisia and Egypt implemented a comprehensive
package of measures to increase public spending and stimulate economic growth,
as represented by investing in infrastructure and education projects, providing
support to private sector institutions that generate new jobs and supporting exports
by increasing the guarantees available for exports [2, 9, 10].

Palestine, Jordan, Syria and Morocco increased public spending on investment
in several development projects.

5.4 Lessons learned from the global financial markets, global financial
crisis and the potential for action to restore macroeconomic stability and
sustainable growth in Arab countries

The severity of the effects of the crisis on the performance of Arab economies
varied. The economic performance of the countries of the first and second groups
was affected more than the performance of the economies of the third group,
because of the sharp decline in the (GDP) growth of the oil sector in them following
the decline in global oil prices. It is worth noting that the growth in the non-oil sec-
tor (GDP) was the main driver for achieving growth rates in the (GDP) at constant
prices in the first and second groups [4, 9].

Among the lessons learned, it became clear that the swiftness in the authorities
in several Arab countries managing the consequences of the global crisis on their
economies through the adoption of financial and monetary policies and procedures
to address the negative effects of the crisis has succeeded in reducing the outcome
of these effects on Arab economies. In general, the authorities were also able to
intervene to activate various [10].

The existence of favorable conditions and space for policy alternatives (Space
Policy), as well as the production and service sectors of the economy, which allows
the employment of required policy tools to restore the national economy. For
example, before the global financial crisis, the accumulation of financial surpluses
stemming from increased oil income enabled a number of (GCC) countries Gulf
Cooperation Council to pump funds into the local banking system and address
systemic problems [6, 21].

Policy options were available to the authorities in a number of the third group coun-
tries, in addition to the economic reforms that they implemented early in the past years,
as a number of the third group countries achieved macroeconomic stability, and the
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chronic deficit in the public budget turned into a surplus in countries such as Morocco,
the cumulative external reserves rose to levels not seen in these economies before [9].

When the crisis hit the economies of the countries in the third group that had
implemented economic reforms, some of them rushed to implement economic
stimulus programs based on the adoption of expansionary fiscal and monetary
policies that allow supporting domestic economic activity and maintaining
growth and economic recovery trends without resorting to, for example, imple-
menting a program to correct balance-of-payments imbalances and the required
monetary stimulus.

On the other hand, the global crisis slowed the pace of economic reform in
several countries that had already adopted reforms in prior periods.as the circum-
stances generated by the crisis led to the postponement of the implementation of
new reforms that were planned before the crisis, such as Egypt’s postponement of
introducing reforms to the value-added tax system, expanding its tax base, and
rationalizing the applicable rates to increase the efficiency of allocating productive
resources in the economy [2, 10].

It also concerns the postponement of the introduction of the tax on real estate
and the reduction of subsidies for some primary commodities. It remains for these
countries to choose the appropriate conditions for the resumption of the process of
economic reforms that they have implemented during the past years.

Undoubtedly, other lessons can be drawn from the crisis, but it is important in this
context to explore the efforts that can be taken to strengthen the national economy’s
resilience in dealing with future crises, and to make recommendations related to
economic policy regarding the possibilities of working within the framework of each
of the three groups and the expected role of resuming the process of economic reform
in light of the recovery of Arab economies from the global markets and crisis [2, 4].

5.5 The possibilities of working within the framework of the countries of the
first group

The Gulf Cooperation Council countries sought to mitigate the effects of the
global financial and economic crisis by stepping in quickly to pump monetary
liquidity, simplify monetary policy management, and boost public spending to
stimulate the national economy. The ability of the banking and financial sectors
in the (GCC) countries to contain the systemic risks stemming from the crisis has
improved because of the government’s support [4].

Despite the lack of bank credit to the private sector, the non-oil economy contin-
ued to thrive. Given the projected oscillations in the world economy following the
crisis, it is expected that the full recovery of the economies of the (GCC) countries
from the effects of the global financial and economic crisis will take some time
before they achieve sustainable growth rates.

The crisis exposed the dangers of rapid and sometimes excessive growth in bank
lending in some (GCC) countries during the years of economic boom resulting
from increased oil revenues, as well as the heavy reliance on foreign financing and
the increasing exposure of many Gulf banks’ assets to the real estate and securities
sectors, with resorting to the use of hot and short-term funds deposited with them
to finance projects and long-term liabilities [7, 8].

Due to its intertwining with the global banking and financial system, the regula-
tory role of the banking and financial system in various (GCC) nations was also
found to be unable to keep up with the rapid advancements in the local banking and
financial market.

The consequences of the global crisis, on the other hand, revealed the dangers
of the oil sector’s dominance in the national economy and reliance on oil revenues,
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necessitating a step up in the (GCC) countries’ reform efforts over the last two
decades to diversify the economy’s base, increase non-oil revenues, expand the
contribution of the private sector to economic activity, and preserve savings and to
adopt an expansionary fiscal policy counter to the economic cycle during periods
of economic stagnation and mitigate the dangers of reliance on the oil sector with
income from oil revenues [9].

To continue the direction of the Gulf Cooperation Council countries to reform
the economic conditions resulting from the crisis and restore the economys ability
to achieve sustainable growth, the banking sector is called upon to restore its role in
financing economic development after Gulf banks rebuild their capital bases and
getrid of the losses incurred by some banks due to their excessive risks [2, 4].

Likewise, the (GCC) states are called upon to intensify their efforts in develop-
ing the regulatory and supervisory role on the local banking systems to keep pace
with the rapid developments in light of the intertwining of local systems with the
global banking system.

On the economic policy side, there is a need for more coordination between
monetary and fiscal policies in several (GCC) countries, using macroeconomic
management tools that help slow down the transition of the oil cycle to the econ-
omy, in light of the limited independence of monetary policy by virtue of
the linkage and stability of a number of Gulf currencies in dollars. In addition, the
establishment and development of debt bond markets may help diversify the invest-
ment portfolios of investors away from the scope of the traditional role for banks in
a way that contributes to enhancing financial depth [4].

To diversify the economy and increase the contribution of the private sector to
economic activity, (GCC) states are being urged to improve their economies’ com-
petitiveness by developing financial market regulatory bodies and removing rentier
restrictions on practices that stifle competition, as well as attracting local and
foreign direct investment that creates jobs and supports the diversification strategy.

5.6 The possibilities of working within the framework of the countries of the
second group

The countries of the second group, namely Algeria, Libya, Sudan and Yemen,
were affected by the drop in world oil prices and their oil revenues declined, which
led to a decrease in the surpluses in the public budget and the current account bal-
ance for Algeria and Libya and a deterioration in the deficit in them for Sudan and
Yemen. As for the local banking sector in all the countries of the group, it was not
affected because it is not exposed to the global financial markets [21].

Which requires continuing to implement reforms aimed at achieving efficiency
in the “Fiscal Policy” from the side of public spending to allow it to keep pace with
the economic cycle, up and down, and to maintain a sustainable financial position.
Sustainability Fiscal, without resorting to making major adjustments in the expen-
diture components, pain, or the revenue-decreased oil [6].

In addition, non-oil economic activity in the second group of countries requires
structural reforms to improve performance by simplifying business procedures,
increasing the private sector’s contribution to diversifying the production base and
creating productive jobs, and attracting foreign direct investments that include the
transfer of knowledge and modern technology and the creation of added value in
the national economy.

To strengthen the role of monetary policy in dealing with future external shocks,
monetary authorities in the second group are being urged to deepen banking reform
by restructuring and liberalizing public sector banks, ending competition between
specialized public sector banks and other commercial banks, and subjecting them
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to central bank standards for maintaining liquidity and exercising lending condi-
tions on clearance [6, 21].

5.7 The possibilities of working within the framework of the third group
countries

The minimal exposure of the local banking and financial sectors to global
financial markets has helped to prevent the global financial crisis from spreading
directly to the economies of the third group. The stalling of global demand, on
the other hand, caused a slowdown in the group’s exports, a drop in private sector
investments, and a drop in the demand for bank credit. Despite this, the banking
sector’s performance in the majority of the group’s countries was unaffected, thanks
in large part to the efforts undertaken by these governments.

Countries to reform and liberalize the banking sector, within the framework of
comprehensive economic reform programs that they pursued at an early date. These
countries have been able to restructure the local banking system, which has led to
an increase in capital adequacy rates and a reduction in the ratio of non-performing
loans to total loans, while improving the quality of credit portfolios with banks.
These reforms also contributed to strengthening the banking sector’s resilience to
external shocks. The economies of these countries have been achieved [6, 21].

Average growth rates are estimated at 5.4 percent in (2009), compared to average
growth rates of about 6 percent during the period before the global financial and
economic crisis, rates that exceed those recorded by many emerging economies. In
the field of monetary policy, the monetary authorities in the third group countries
have made unremitting efforts to reduce the effects of the global crisis on economic
activity by using the policy tools available to them, and the return of this policy has
been good on the banking and financial sector with the decline of inflationary pres-
sures in the economy. Countries such as Tunisia, Egypt and Morocco are working to
create the appropriate conditions for implementing the Policy Targeting Inflation to
achieve price stability [4, 21].

However, the global financial crisis showed the need for the monetary authori-
ties in a number of the group’s countries to continue to deepen the structural
reforms of the banking sector, such as continuing to reduce the proportion of non-
performing loans and working to implement (Basel II) standards for the adequacy
of risk-weighted capital, and to increase banking transparency in front of investors
and depositors regarding the risks that may be exposed. It has commercial banks
and the strengthening of the supervisory role on the local banking systems to avoid
systemic risks [18, 31].

It is also important to continue to pursue and deepen economic reform in the
group’s countries to support the resilience of the national economy is facing the new
challenges brought about by the global crisis.

In light of the decline in exports resulting from the contraction of external
demand and the decline in remittances of workers abroad, the current account
balance of the third group countries has deteriorated, and these countries hastened
to develop and implement a package of measures to increase public spending and
stimulate domestic economic activity [9, 10].

Thus, the budget deficit has worsened and the financial performance indicators
that these countries have committed themselves to achieve within the framework of
their implementation of economic reform programs have deteriorated.

Despite the high ratio of the budget deficit to the gross domestic product of a
number of the group’s countries, the outstanding debt balance as a percentage of the
(GDP) was not significantly affected, in addition to the fact that some countries of
the group [2, 4].
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Other countries in this category were able to finance their budget deficits with a
minor rise in the return on new treasury notes by relying on the liquidity available
with local commercial banks using the external reserves they had built during the
pre-crisis economic boom. Although, international financial institutions expect
global demand and growth to recover in the future, continued volatility in global
financial markets and uncertainty in developed country economies may foreshadow
further negative repercussions in the future [12, 36].

The private sector’s reluctance to risk investing may continue and the growth of
bank credit to the private sector will remain weak.

Thus, the government in the countries of the group may continue to pursue an
expansionary fiscal policy and countercyclical economic stagnation and to continue
the stimulus measures for economic activity, such as providing tax incentives for
some production and export activities [2].

However, the adoption of expansionary financial measures may have an impact
on the medium-term sustainability of the financial position, necessitating efforts to
return to the pre-crisis financial metrics that ensured macroeconomic stability.

As aresult, it is necessary to resume structural reforms in the areas of public
spending rationalization, financial transparency, and revenue reform, to increase tax
revenues and their contribution to total revenues on the one hand, while lowering
administrative costs and removing distortions in economic incentives on the other.

5.8 The global financial markets and the interconnection with global financial
crisis and Arab economies

The global crisis showed the existence of a link between the Arab economies
with each other, as a number of the third group countries Palestine, Jordan,
Lebanon and Syria are closely linked to the economies of the Gulf Cooperation
Council countries, through exports, workers’ remittances, tourism and foreign
direct investment and capital flows [2, 26].

Preliminary data on intra-regional trade for these countries indicate that its
value did not decrease during (2009), but the value of remittances of Egyptian
workers in the (GCC) countries, for example, decreased slightly 6.1 percent in
the same year. As for Gulf tourism to Lebanon, Syria and Egypt only, it continued
to grow during (2008 and 2009). As for the Arab Maghreb countries, tourism to
Tunisia from the Maghreb countries played an important role in keeping Tunisia’s
tourism revenues at their level before the crisis, as the arrival of tourists from
Algeria and Libya contributed to Compensating for the decline in the volume of
European tourism and thus the revenue generated by it [9, 10, 12].

Finally, it can be summarized that the repercussions of the global crisis on the
Arab region indicate the importance of the role that Arab economic integration can
play to mitigate the negative effects of global economic crises on Arab economies.

6. Conclusions

The international financial markets and financial capital flows illustrate the
need for concerted efforts to enhance the mobilization of domestic financial
resources and global financial crisis in emerging markets countries, and to reduce
exposure to international portfolio capital and financial contagion. The volume of
capital outflows also makes the case for reviving discussions on managing capital
outflows and on developing a global financial safety net.

In the end, it can be summarized that the development of the financial market is
one of the main keys to achieving long-term economic growth. The financial market
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can lead to economic growth if it can provide a suitable environment for the optimal
allocation of resources and increase the efficiency of capital, as we mentioned earlier.

Therefore, the governments of all countries, including the governments of
developing countries, must work to create the appropriate atmosphere to attract
local and foreign investments and to enhance interaction the stock exchange.

In addition, the local community, and disseminate information through all avail-
able means. An informational and promotional effort must be made to promote the
culture of investment in all stocks by the relevant authorities.

Monitoring stock market operations, given those Stocks is a new product
separate from itself. The rest of the securities in the stock market, to attract money
fleeing from Dealing in traditional tools, as an alternative to them, by providing
market indicators Stocks is similar to stock market indices, which activates the trad-
ing market, and is reflected in the positively on the issue markets.

The government must be working to follow up efforts in the field of deepening
the market, increasing its efficiency and liquidity, and spreading the culture of
investment, especially the development of its website.

Paying more attention to the issue of corporate governance rules and standards
in the financial markets, which is what keeps us away from falling into financial
crises, and leads us to enjoy efficiency and work on diversifying the available tools.

The existence of a stock market with a strong infrastructure based on a set
of rules and Clear and specific regulatory and supervisory procedures, and the
Governments should make their stock market completely governed by principles
and provisions and Legitimacy to avoid falling into crises, it helps it reach higher
levels of efficiency.

Urging and working to continue developing the technology infrastructure of the
stock exchange to serve all dealers in the stock exchange. The International stock
exchanges must keep pace with technological developments to create an efficient
stock exchange.

The necessity of establishing specialized educational institutes and training
centers and holding conferences and scientific centers International, to qualify the
human cadres necessary to work in the emerging financial markets.

7. Policy recommendations

This paper presents an empirical analysis of the impact of the international
financial markets and financial capital flows through the period of the global
financial crisis on global economic growth and development especially in develop-
ing countries such as Arab countries, and dynamics in emerging markets and the
Middle East. We investigate the impact on sovereign and bond markets, as well as
currency rates and capital flows, against the backdrop of globally interconnected
financial markets.

Our research allows us to make a comparison between advanced and emerg-
ing economies. Our findings show that international financial markets and
financial capital flows have had the greatest impact on global economic growth
and development, as well as global financial markets in Europe and Asia,
after controlling for a large number of domestic and global financial and
macroeconomic factors.

Moreover, outflows of stocks and bonds from emerging markets appear to
be directly linked to the international financial markets and financial capital
flows given investors’ risk aversion and flight to safety. Sovereign bond markets
in emerging market and developing countries appear to be the hardest hit by
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the coronavirus, compared to the magnitude of the effects on stock prices and
exchange rates.

Additionally, while the international financial markets and financial capital
flows will eventually recede, our findings show that global markets may face some
Long-Term marginal effects.

Our findings show that government-sponsored fiscal stimulus packages, along
with comprehensive central bank stabilization measures, have helped to reduce the
negative effects of international financial markets and financial capital flows on
financial market and capital flow dynamics. In particular, our findings highlight the
key role of central banks in stabilizing financial markets globally during the inter-
national financial markets and financial capital flows crisis, through interest rate
cuts, quantitative easing, and international swap lines.

More importantly, the impact of expansionary monetary policy in developed
countries, which helped lower sovereign bond yields and bolster stock markets at
home, also extended to emerging and small market countries, particularly about
stable capital flow dynamics. This, combined with the influence of global factors
such as (EPU) and (VIX), underscores the interdependence of the global financial
system, and the impact of developments in the world’s leading financial centers on
financial conditions in emerging market countries.

The heightened uncertainty due to the international financial markets and finan-
cial capital flows pandemic has clearly affected the financial markets in emerging
market and developing countries more harmful than in advanced economies.

However, emerging market economies appear to be strong performers in their
policy responses to the pandemic. While fiscal stimulus packages have restored
confidence in domestic markets, many central banks in Europe and the Middle East
have embarked on quantitative easing for the first time.

Our results indicate that these monetary policy measures were effective in the
case of Asian emerging markets, as they supported stock prices. More importantly,
these measures also helped stabilize capital inflows.

Furthermore, given the size of bond and equities capital outflows from
emerging, small and medium markets, our findings highlight the importance of
strengthening the local investor base to be less dependent on international portfolio
investments, supporting the findings of [12].
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Chapter 10

Indicators of Banking Fragility of
Participation Banks in Turkey

Aysegiil Ayta¢ Emin

Abstract

This study examines the significant variables of banking fragility of participation
banks in Turkey. For this aim, a model is constructed by employing probit model
over the time period 2008 and 2018. The results suggest that asset growth, capital
adequacy ratio, financing to total deposits ratio (FDR), return on asset and cost to
income ratio are significant banking level indicators of the banking fragility of
participation banks in Turkey.

Keywords: banking sector fragility, participation banks, banking crises, Probit
model, Islamic finance

1. Introduction

With the increasing integration and interaction of the financial markets, the
number of financial crises has considerably increased especially since 1990s. With
the contagion effect, on the other hand, the impacts and consequences of the
financial crises go beyond the national level by causing significant international
costs. In this context, an important part of those crisis is stem from the problems
experienced in the banking sector, which is one of the leading sectors that have
significant impact on the world economy.

As the importance of the banking sector on economies increases, the risk factors
that has to managed by the sector has also increased considerably. Laeven and
Valencia [1] emphasized that there were 151 banking crises worldwide between
1970 and 2017 where the duration of these crises is different with respect to the
income levels of the countries. Accordingly, while the banking crises in high-
income countries are considerably consistent and continue for 5 years or more, in
low- and middle-income countries, banking crises continue for 4 years or less. In
term of its outcomes, on the other hand, banking crises have devastating effects
such as persistent output losses, economic activity, welfare, asset prices,
unemployment, government debt, tax revenue [1-4].

As one of the fastest growing sectors of the global financial industry, participa-
tion banking sector accelerated its development especially as of the 1990s and
become an important part of the banking sector for significant number of countries
worldwide. Furthermore, the financial crisis experienced in 2008 shed doubts on
the conventional banking system and draw attention to participation banking. The
financial crisis of 2008 is considered to be the second most serious breakdown since
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the 1930s. The crisis, started in the USA, spread to many other countries in a short
time and turned to a global crisis. As a consequence, the banking sector in those
countries has adversely affected. In this regard, the interest in participation banks
has increased, as they were more resistant to the financial crisis compared to
conventional banks in terms of profitability, liquidity and asset quality [5, 6].

The breakdown of 2008 also triggered the efforts to investigate the impact of
banking crisis on participation banks. However, most of these efforts aim to com-
pare the impact of the crisis on participation banks and conventional banks, or
investigate the performance of participation banks before/during/after the global
financial crisis [7-10]. Despite those attempts, there is no prior study investigates
the early warning indicators of banking fragilities of participation banks. Early
warning indicators are crucial since they provide opportunity to detect the fragil-
ities of the banking system and take precautions against a forthcoming banking
crisis. In this regard, although there are number of studies in the literature on the
significant indicators of banking crisis in Turkey, there have been no attempts to
examine the indicators of banking fragilities of the participation banks. For
instance, Tosuner [11] developed an early warning system to investigate the bank-
ing crisis in Turkey. The author reveals that domestic credit, M2, international
reserves, real exchange rate and international trade are leading indicators of bank-
ing crisis of Turkey. To identify the causes of bank crises and determine the crisis
indicators, Tunay [12] develop an early warning model for Turkey. The results
show that exchange rate position, terms of trade, capital adequacy, interest rate risk
and market risk are important factors of the banking crisis in Turkey. In addition,
Cergibozan and Ar1 [13] develops a model specific to Turkey to examine the deter-
minants of banking crisis over the time period 1990 and 2013. According to the
results, increasing inflation and interest rate, depreciation rate, excessive fiscal
deficit, increasing bank loans and bank short positions, liquidity mismatch and
decreasing bank reserves are important determinants of banking crisis of Turkey.
Furthermore, research on the subject on the participation banks and crisis has been
mostly restricted to analyzing the financial performance of participation banks or
limited comparisons of the financial performance of conventional banks and par-
ticipation banks [14-16].

Motivated by the literature, this study constructs a model specific to participa-
tion banks in Turkey to identify the leading indicators fragility towards banking
crisis. In addition, apart from the existing literature, this study considers banking
level explanatory variables over a recent time period 2008 and 2018. This paper has
been divided into five sections. The first part of this study gives the introduction.
The second section presents an overview of the Islamic financial system and devel-
opment of participation banks in Turkey. The third part highlights the key concepts
of banking sector fragility. The fourth section is concerned with the data and
methodology employed for this study. The fifth section presents the results of the
study and the last section concludes the study.

2. Overview of the Islamic financial system

The Islamic financial system is constructed on the basis of Shari’ah principles
(Islamic Law). In other words, Islamic financial system can be defined as a system
in which all financial activities and transactions are carried out within the frame-
work of Islamic rules. The main motive behind the emergence of Islamic financial
system is the demand for a system that are based on Islamic principles. In other
words, Islamic financial system has primarily arisen to stimulate the unused funds
of Muslims with high religious sensitivity to evaluate their investments and further
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enabling the capital movements between countries. The fundamental resources of
Islamic Law are the Holly Qur’an and Sunnah. One of the most important features
of Islamic finance is the control of commercial activities and financial transactions
with certain standards, moral principles and prohibitions in order to avoid injustice
and unjust enrichment. The main prohibitions of Islamic finance can be given as
follows:

¢ Prohibition of Riba (Interest)
¢ Prohibition of Gharar (Uncertainty)
* Prohibition of Maysir (Gambling)

One of the key principles of Islamic religion is the prohibition of riba. According to
majority of Muslim jurist, all forms of interest is forbidden by Islam [17]. According
to Islamic terminology, riba arises in two forms as riba on loans (Riba al-nasiah)
and Riba al-fadl (riba on sales). In this regard, riba al nasiah addresses to “riba in
money to money exchanges, where the exchange is delayed or deferred and gives
rise to an additional charge” that also called as Riba al-Jahiliyyah [18]. According to
Qur’an, riba al nasiah is strictly forbidden. According to Ozsoy [19], riba al-Fadl,
on the other hand, is involved in a transaction through the combination of the
followings:

* An exchange of goods and money in cash.
* Exchange between two goods or money of the same kind.

* The goods are among the interest classes mentioned in the hadith or belonging
to these classes although they are not included in the hadith.

* Excess of one of the goods compared to the other.

Most of the Muslim scholars argue that there is not a specific definition of riba in
Qur’an. They support the idea that there is only a certain type of riba, Riba
al-Jahiliyyah, in the period when the Qur’an was revealed. The riba, which is forbid-
den in a very harsh manner in the Quran, is based on an exorbitant increase in nature,
and the jahiliyya riba, in which the principal is folded many times. Moreover, the
supporters of this view argue that, it is not riba if an addition is made to the original
amount in return for maturity from the very beginning of lending. Therefore, it is
supported that the prohibited riba, riba-Jahiliyah, is different from the loan with
interest transactions that stipulates the increase from the very beginning [19]. In this
context, Rahman [20] explains that riba is the increase in capital, which raises the
principle amount several folds by continuing redoubling. As stated, it is initially a
situation that a part of wealth is loaned on interest for a certain period of time. If this
loan cannot be paid on the expiration date then the extension of maturity leads to
high increase in the principle amount where big sums involved. This situation ends
up with the debtor pays the interest alone in installment but they cannot pay the
usury interest nor the principle amount [21]. From this point of view, they differen-
tiate the interest in current economic transactions with the interest prohibited by the
Qur’an. They claimed that what is meant in the verse of the Qur’an is exorbitant
interest, thus, the current interest practices are legitimate since these transactions are
different from the interest prohibited in the verses and hadiths. They argue that the
interest given by banks is not unlawful and should be excluded from the scope of riba.
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Accordingly, they claim riba, which is forbidden in the Quran, is the usury rather
than interest. For instance, Metwally [22] states that riba is closely related with usury.
The author explains usury is interpreted as riba and it can be defined as the excess or
addition over the principal capital lent. In other words, among some scholars and
jurists, riba and usury is used for different terms where usury does not refer to
interest [23]. Moreover, Ahmad and Hassan [24] argue that riba is involved in loan
transactions that is used for consumption purposes. However, it is not prohibited
by Islamic law if it is used for production purposes or the empowerment of micro and
small enterprises [20]. Nevertheless, the majority of Islamic scholars state that there
are no differences in the meaning and the scope of riba and any transaction that
involves a predetermined return is riba and strictly prohibited by Islamic law [19].
Maysir means gamble or game of chance in Arabic. It can be explained as taking
risk for increasing wealth by chance. Furthermore, maysir is also seen as speculation
and price manipulation [25]. According to Mihajat [26], the activities are considered
as gambling if the following three elements are in question:

* The existence of betting subject matter/asset from both sides of the gambler.

* The existence of the game that use to determine who is the winner and who is
loser.

* The winner will take the property that being bet, while the loser will lose his
bet property.

In games of chance, the win is one-sided. Namely, the gain of one party depends
on the loss of the others. Maysir includes all gambling, speculative and chance
contracts and it also contains the obligations and benefits that were not fully
disclosed by either party at the time the contract was concluded [27]. If the risk
involved in a game is not controllable and none of the players can affect the
probability of the money paid back, such a game is a game of chance. In maysir, all
deviations in actual earnings versus expected earnings are a result of the luck
element and is prohibited by Islam [28]. In Islamic finance, maysir means “any
transaction conducted by the two parties to posses the ownership of a particular
asset or service which obtain benefit to one party and harm to others by linking a
particular transaction with an act or event.” [26]. According to Kamali [29], maysir
is prohibited since it causes an unclean and immoral inducement with a hope of
making profit by the loss of the others.

The second fundamental principle of Islamic finance is the prohibition of gharar
in mutual contracts. Igbal and Molyneux [30] states that gharar is one of the most
challenging issue in the Islamic law. The types of gharar is divided into excessive,
medium and minor gharar by The Accounting and Auditing Organization for
Islamic Financial Institutions [30, 31]. In this regard, excessive gharar is existed in a
transaction if:

a. it is involved in an exchange-based contract or any contract of that nature.
b. If it is excessive in degree.

c. If it relates to the primary subject matter of the contract.

d. If it is not justified by a Shari’ah-recognizable necessity.

The principles of gharar as can be categorized as follows [32]:
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* Gharar in the terms and essence of the contract includes:
o Two sales in one.
o Downpayment (‘Arbun) sale.
o “pebble”, “touch” and “toss” sales.
o Suspended (Mu‘allaq) sale.
o Future sale.
* Gharar in the object of the contract includes:
o Ignorance about the genus.
o Ignorance about the species.
o Ignorance about attributes.
o Ignorance about the quantity of the object.
o Ignorance about the specific identity of the object.
o Ignorance about the time of payment in deferred sales.
o Explicit or probable inability to deliver the object.
o Contracting on a nonexistent object.
o Not seeing the object.

When the historical development of Islamic finance is examined, it is seen that
although the first practices of interest-free banking dates back to antient times, the
foundations of modern Islamic banking began to emerge in the mid-1940s with the
establishment of the Patni Cooperative Credit Society and the Muslim Fund Tanda
Bavli in India. However, it was only at the end of the 1960s that interest-free banks
emerged in a comprehensive manner by establishment of Mit Ghamr Savings Bank
in Egypt. Following this, Nasser Social Bank, established in Egypt in 1971, is the first
interest-free commercial bank based on Islamic laws. With the 1970s, there has
been an increase in the number of institutions providing banking services that have
adopted Islamic rules in many countries. For instance, in 1975 Dubai Islamic Bank is
established in United Arab Emirates. In the same year, Islamic Development Bank
(IsDB) is established in order to support the economic and social development of
member countries and Muslim minorities within the framework of Islamic rules. In
addition, the first academic meeting in the field of Islamic economics, the Interna-
tional Conference on Islamic Economics, was held in Mecca in 1976. In 1977, Kuwait
Finance House, The Faisal Islamic Bank of Egypt, Establishment of The Faisal
Islamic Bank of Sudan are established. In addition, to promote the coordination
between Islamic banks, International Association of Islamic Banks is established in
the same year. In 1978, the first attempt towards establishment an Islamic bank in
Europe is occurred with the Islamic Finance House established in Luxembourg.
These developments have also triggered the spread of Islamic banking in other
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Figure 1.
Islamic finance industry, 2019 [33].

countries and between 1975 and 1990, Islamic finance gained rapid global momen-
tum and spread to many countries such as UK, US and Switzerland. As a result of
the increasing volume and growth of the Islamic finance industry, it has brought
with it the need to establish and regulate standards in the field of Islamic finance.
For this reason, Accounting and Auditing Organization for Islamic Financial Insti-
tutions (AAOIFI) is established in 1990. In 2000s, Islamic finance continue its
growth globally and spread to countries such as Thailand, Singapore, Kazakhstan,
Umman and Germany.

As of 2019, the global Islamic finance assets reach US$2.88 trillion by 14%
increase with respect to 2018 [33]. Figure 1 represents the segmental composition
of the Islamic finance industry. According to the figure, the Islamic finance industry
is comprised of Islamic banking, Sukuk, Islamic funds and Tekaful.

According to the figure, the Islamic banking is accounted for 72.4% of the
industry and has the largest component of the Islamic finance industry. The total
Islamic banking assets in 2019 reach US$ 2 trillion and there exist 526 Islamic banks
globally [33]. According to IFSI [34], in 2019 the global Islamic banking assets
increase by 13% compared to 2018. According to the report, the main reason of the
increase in the Islamic banking assets in the GCC region with the considerable
mergers of the Islamic banks. Sukuk,! on the other hand, account for 22% of the
global Islamic finance industry and is the second largest component of the sector. In
2019, the total sukuk outstanding value reach to US$538 billion with a 15% increase
compared to 2018. In 2019, there are 308 murabaha, 293 ijara, 235 mudaraba, 229
other sukuk, 225 hybrid sukuk and 156 salam is issued globally. The value of total
Islamic funds outstanding is US$140 billion in 2019. It is comprised of mutual funds
(US$1555), pension funds (US$86), insurance funds (US$76) and exchange traded
funds (US$29). Global Tekaful assets” increase by 10% and account for US$51
billion. In 2019, Turkey is the fastest growing market in tekaful assets [33].

3. The development of participation banks in Turkey

In line with the global developments, for the purposes of merging the idle funds
into the economy and providing funds to the country, participation banks® have

! Sukuk is the “certificates of equal value representing undivided shares in ownership of tangible assets,
usufruct and services or (in the ownership of) the assets of particular projects or special investment
activity” ([31], p. 468).

* Islamic insurance.

3 In Turkey hosts dual banking system where both conventional banking and Islamic banking operate in
the same banking sector. The banks that adopt Islamic banking practices are called as “participation

banks”. The term participation is chosen to emphasize the profit and loss sharing principle of the banks.
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begun to established in Turkey by considering the needs of those who oppose the
conventional banking system that operate based on interest. The financial liberali-
zation process experienced in the 1980s has a significant role in terms of improving
the efficiency of the Turkish banking system and encouraging the competition in
the sector. With this process, the legal, structural and institutional arrangements
made significant contributions to the development of the Turkish banking sector. In
this respect, interest rates and exchange rates were liberalized, new entrances to the
banking system were allowed and various arrangements were made for foreign
banks to come to Turkey or open branches. Foreign banks were allowed to operate
and open branches in Turkey. Table 1 presents the historical development of the
participation banks in Turkey. In this regard, the first attempt towards establishing
a participation banking is made with by introduction of the Special Finance Houses
(SFHs) in 1983. The operations of SFHs started in 1985 by providing financial
products and services within the framework of Islamic principles and prohibitions.
Following those arrangements, Albaraka Turk Special Finance House and Faisal
Finance Special Finance House Were established in 1984 and 1985 respectively.
Additionally, Kuveyt Turk Special Finance House in 1989, Anadolu Special Finance
House in 1991, hlas Special Finance House in 1995, Asya Finance Inc. in 1996 were
established and stated their operations in the sector. By the Law no. 5411 article 3,
SFHs was replaced with “Participation Banks” in 2005. In 2015, the government was
attempted to participate in participation banking with the establishment of Ziraat
Participation Bank, Vakif Participation Bank and Emlak Participation Bank were
introduced into industry between 2015 and 2019. As of 2021, Turkey is hosting a
dual banking system, where both Islamic and conventional banks operate in the
banking sector, with six participation banks as Kuveyt Turk Participation Bank Inc.,
Albaraka Turk Participation Bank Inc., Turkiye Finance Participation Bank Inc.,
Turkey’s Ziraat Participation Bank Inc., Vakif Participation Bank Inc. and Emlak
Participation Bank (Table 1).*

Table 2 presents the share of total assets of participation banking in total bank-
ing assets. According to the table, while the share of participation banking in total
banking system is 6.3% in 2019, it reached to 7.1 in 2020. Furthermore, the annual

1983 Establishment of Special Finance Houses (SFHs)
1984 Establishment of Albaraka Turk Special Finance House
1985 Establishment of Faisal Finance Special Finance House
1989 Establishment of Kuveyt Turk Special Finance House
1991 Establishment of Anadolu Special Finance House
1995 Establishment of Thlas Special Finance House
1996 Establishment of Asya Finance Inc.
2005 Establishment of Turkiye Finance Participation Bank
2015 Establishment of Ziraat Participation Bank
2016 Establishment of Vakif Participation Bank
2019 Establishment of Emlak Participation Bank

Table 1.

The historical development of the participation banks in Turkey.

4 As 2021, there are 54 banks operating in Turkish Banking Sector as deposit banks (34), development

and investment banks (14), participation banks (6).
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Table 2.
Shave of total assets of participation banking in total banking assets.

2019 2020 Change, %
Funds Collected 215.983 322.017 49.1
Funds Collected TL 91.145 102.620 12.6
Funds Collected FC 106.533 149.513 40.3
Precious Metals FC 18.305 69.884 281.8
Funds Allocated 149.475 240.133 60.7
Total Assets 284.45 437.092 53.7
Shareholder’s Equity 21.762 27.603 26.8
Net Profit 2.433 3.716 52.4

Table 3.
Main indicators of the participation banks, TL million [30].

compound growth rate (CAGR) of the participation banking sector assets are 24.0%
between 2015 and 2019.

The main indicators of the participation banks that operate in Turkey is
presented in Table 3. According to the table, the funds collected in the participation
banking sector in 2020 is increased by 49% compared to previous year. Further-
more, the total assets grew by 54% compared to 2019 and reached to TL 437 billion
in 2020. The net profit of participation banks increased by 52.4% from TL 2.4 billion
in 2019 to TL 3.7 billion in 2020. Total shareholders’ equity, on the other hand,
increased by 26.8% to TL 27.6 billion.

According to TKBB report, Kuveyt Turk Participation Bank has the highest net
profit among participation banks in 2020, with TL 1400.3 million [30, 35]. In this
context, Kuveyt Tiirk Participation Bank was followed by Tiirkiye Finance Partici-
pation Bank with 675.7 million TL, Vakif Participation Bank with 666.9 million TL,
Ziraat Participation with 638.6 million TL, Albaraka Turk Participation Bank with
255 million TL and Emlak Participation Bank with 80 million TL [30] (Table 4).

In 2020, the total number of domestic and international branches of 6 partici-
pation banks operating in Turkey is 1.255 which constitutes more than 10% of the
total branch network of the banking sector. The total number of branches of par-
ticipation banks increased by 83% in 2020 and reached to 1.255 compared to 2011.
Accordingly, while the total number of employees in the participation banks in
Turkey is 13.851 in 2011, it increased to 16.849 in 2020 with an increase of 22%.

4. Banking sector fragility

The banks are one of the leading financial institutions in Turkey. Therefore, the
problems that may arise in the banking system have the potential to cause
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Year Total number of branches Total number of employees
2011 685 13.851
2012 828 15.356
2013 966 16.763
2014 990 16.270
2015 1.080 16.554
2016 959 14.467
2017 1.032 15.029
2018 1122 15.645
2019 1179 16.040
2020 1.255 16.849
Table 4.

Total number of branches and employees of the participation banks in Turkey [36].

destructive social, economic, political and cultural outcomes. For this reason, the
attempts towards revealing the vulnerabilities in the financial system to prevent to
the costs of those crises or overcoming with the minimum cost where the crisis is
inevitable, has gain considerable attention. Accordingly, banking sector fragility
index (BSFI) is developed to detect the fragilities and vulnerabilities in the banking
system, which is firstly introduced by Kibritgioglu [37]. According to Kibrit¢ioglu
[37], although banks are exposed to various risk factors, massive bank runs and
withdrawals, huge amount of lending booms and increasing unhedged foreign
liabilities of banks are the main banking crisis indicators. Accordingly, to monitor
the fragilities of the banking sector, the author constructs a BSFI based on liquidity
risk, credit risk and exchange rate risk. In this index, bank deposits (DEP), foreign
liabilities of banks and credits the domestic private sector are considered as a
measure of liquidity, exchange rate and credit risks respectively. The BSFI can be
given as follows:

[(CPSt*CPSz—l)/CPSt—l]*MCPs) + ([(FLt*FLt—1>/FLt—1]*I4FL> + ([(DEPF/DEPt—l]*MDEP)
oces oFL opEp

BSFI;, = ( 3

1

In Eq. (1), the BSFI is the average of standardized values of CPS, FL and DEP,
where p and ¢ are the mean and standard deviation of the variables. Regarding the
BSFI, the fragility episodes of the countries are divided into three as tranquil,
medium and high fragility episodes. In this respect, the banking system is in tranquil
episode if the index approaches the sample period average. The banking sector of the
country is in medium fragility episode where BSFI is between 0 and —0.5. A high
fragility episode is experiencing by the countries if BSFI is equal or lower than —0.5.
In addition to this index, to investigate whether bank runs play a crucial role in
triggering the banking crisis, Kibritcioglu [37] also constructs an alternative index by
excluding the liquidity risk factor:

[<CPsszPsH>/CPSH]—ucps) " ([(FL,—FLHVFLH]—m)
ocps OFL

BSFI;, = ( )

2
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According to the results, both indices reveal the similar results. This implies
bank runs do not have a prominent role in explaining the banking crises in majority
of the sample countries. Furthermore, to investigate the fragilities of Indian banks,
Singh [38] developed a monthly BSFI following Kibrit¢ioglu [37]. The index is the
weighted average of annual growth in real time deposits, real non-food credits, real
investments in approved and non-SLR securities, real foreign currency assets and
liabilities and the real net reserves of commercial banks. The author also constructs
an alternative index, by excluding the bank deposits from the index, to show bank
runs do not play a significant role for the fragility episodes of Indian banks.

By using the BSFI, Ahmad and Mazlan [39] aimed to monitor the trend and
determinants of fragilities of locally and foreign-based commercial banks operating
in Malaysia. Although the scholars consider BSFI of Kibritgioglu [37], different
proxies are employed to measure the liquidity, credit and exchange rate risks. The
BSFI can be given as follows:

[(NPL,—NPL,_1)/NPL, 1] —pnps, + ((tier,—tier, 1) /tiers—1]— e, + (DEP;—/DEP,_1]—ppgp
ONPL orL, ODEP

BSFI;; = 3

(3

As seen from the above equation, the credit risk factor is measure by using non-
performing loans (NPL) and exchange rate/market risk is proxied by time-interest-
earned ratio (tier). According to the results, bank specific variables and macroeco-
nomic variables do not have any effect on the fragility of the foreign-based banks.
Furthermore, asset quality, management quality and size of the bank asset are
significant indicators for the bank fragility of local-based banks in Malaysia.

In addition to those efforts to investigate the fragilities of conventional banks,
the BSFI index is also applied to Islamic banking to determine the banking fragilities
as well. For instance, Kusuma and Asif [40] use the BSFI of Kibritgioglu [37] to
identify the fragility episodes of Indonesian Islamic banks by considering bank
deposits and domestic credit proxies. The authors use the only macroeconomic
variables such as ratio of M2 to reserve growth, credit growth, inflation rate and real
effective exchange rate as explanatory variables of their model.

Wiranatakusuma and Duasa [41] constructs a monthly Islamic banking resil-
ience index (IBRI) to examine the signaling macroeconomic indicators towards the
resilience of Indonesian Islamic banks. The IBRI is constructed based on liquidity
risk and credit risk factors. To measure liquidity risk, the authors use bank deposits.
Furthermore, the credit risk factor is proxied by financing variable which is the
various kinds of financings of Islamic banks. In the study, four macroeconomic
variables, the ratio of M2 to international reserves, inflation rate, real effective
exchange rate and credit growth, are investigated. The results of the study suggest
that all of those macroeconomic variables are capable of explaining the vulnerabil-
ities of Indonesian Islamic banks against the adverse external shocks.

5. Data and methodology

By year 2021, six participation banks are operating in Turkey. These banks are
Kuveyt Turk Participation Bank, Albaraka Turk Participation Bank, Tiirkiye Finance
Participation Bank, Turkey’s Ziraat Participation Bank, Vakif Participation Bank and
Emlak Participation Bank. As explained in Section 1.2, Ziraat Participation Bank Inc.,
Valkaf Participation Bank Inc. and Emlak Participation Bank are established in 2015,
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2016 and 2019 respectively. For this reason, regarding data availability and reliability,
the analysis is conducted by considering the banks that are established before 2008.
Therefore, Kuveyt Turk Participation Bank, Albaraka Turk Participation Bank,
Turkiye Finance Participation Bank are included into the regression which represent
70% of the participation banking system in Turkey. Considering the fact that the
origin of each banking crisis is stem from different reasons and vulnerabilities, there
is lack of a standard number or list of explanatory variables in the literature. Never-
theless, there is some variables that are frequently used and found as statistically
significant in the literature. Therefore, in this study, the banking level indicators are
determined regarding the leading indicators of banking crisis literature.” Accordingly,
the indicators of the fragility of participation banks towards a banking crisis are
investigated by considering banking level variables:

Capital Adequacy: capital adequacy ratio, shareholders’ equity to asset ratio.

Asset Quality: growth of total assets, the ratio of fixed assets to total assets.

Earning: Return on assets, return on equity.

Management: Cost to income ratio, total operating expenses.

Liquidity: Financing to total deposits ratio (FDR).

Sensitivity: the ratio of net open position in foreign currency assets to total
regulatory capital, the ratio of total securities to total assets.

Namely, in this study it is investigated if capital adequacy, asset quality, man-
agement quality, earning ability, liquidity and sensibility to market risk variables
are significant to explain the banking sector fragility of participation banks in
Turkey.® The final data set covers the period between 2008 and 2018. The banking
sector data is extracted from Bankscope, Fitchconnect and Datastream databases.

In this study, probit model is employed to investigate the significant indicators
of fragilities of participation banks in Turkey. Probit model, as a binomial choice
model, is seen one of the most powerful method regarding the early warning system
literature [47-49]. In probit model, the dependent variable is a binary choice model
and takes the values 0 and 1 with respect the occurrence of the certain event.
Accordingly, in this study, the dependent variable, Y_(i,t), refers to the fragility
episode (FE) of the participation banks in Turkey. In this study, the medium and
high fragility episodes are considered as fragility episode. In this respect, FE take the
value 1 if the participation banks are medium or high fragile to banking crisis. It
takes the value O referring that the banks are experiencing a tranquil episode.

FE;;= 0, if the participation banks are in a tranquil episode at time t.

FE;;=1, if the participation banks are in a medium/high fragility episode at time t.

The FE;; relies on latent variable y;, = X;$ + ¢ where € ~ N(0,1). The regres-

sion equation to examine the relationship between the explanatory variables and the
probability of fragility towards banking crisis can be given as:

Pr(Yi,t = 1|Xi,t) = QJ(X;’tﬂ) + &y (4)

Where X; 1 is the set of explanatory variables, f is the is a vector of the
coefficients and ¢ is the cumulative distribution. Pr denotes the probability of
experiencing fragility episode at time t. The binary dependent variable, Y(; ) is
regressed by using explanatory variables, banking level sector variables between the
time period 2008 and 2018 by employing probit model.

5 See Masood et al. [42]; Saeed et al. [43]; Paulet and Mavoori [44].

© To be able to specify the superior explanatory variable set regarding the statistical significances of the
variables, they alternately included into analysis and various combinations of the variables are examined
[45, 46].
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Following Kibritgioglu [37], the BSFI is constructed for identifying the indica-
tors of fragilities of participation banks in Turkey. The index is comprised of credit
risk, liquidity risk and exchange rate risk. In this regard, non-performing financing
(NPF), bank deposits (DEP) and times interest earned ratio (tier) are used to
measure credit risk, liquidity risk and exchange rate risk respectively. The BSFI can
be given as:

[(NPFt*NPFt—l)/NPFt—l]*#NPF) + ([(tif”t*tie”t—l)/tim—l]*ﬂzier) + ([(DEPt*/DEPt—l]*I‘DEP)

ONPF Otier ODEP

BSFI1;, = ( 3

®)

The BSFI is transformed into a binary variable FE, defining the fragility episode.
The participation banks in Turkey experiences three stages as high fragility, medium
fragility and tranquil episodes with respect to the level of BSFI. Accordingly, banking
system is experiencing a high fragility period if BSFI is less than —0.5. This states
that Islamic banks at time t are highly fragile to banking crises. The system is in
medium fragility episode if BSFI is between —0.5 and 0. On the other hand, an
episode is classified as tranquil period if the BSFI exceeds 0. pnpr, fsier and pipgp
represent the arithmetic mean of non-performing financings, foreign liabilities of
banks and bank deposits respectively. In addition, onpr, 64 and opgp are the
standard deviation of each of the variable. To investigate whether bank runs are
crucial for the fragilities of participation banks in Turkey, an alternative index,
BSFI2, is constructed as:

[(NPF;—NPF;_) /NPF;_1]—pnpr + [(tiers—tier,_1) [tiere_1]— ey
ONPF Gtier

BSFI2;,; = ( (6)

2

As can be seen from Eq. (6), the alternative BSFI is designed by excluding bank
deposits variable from the BSFI1. In this regard, defining and detecting the fragile and
tranquil episodes towards banking crisis by observing the index value is crucial as the
index reveals detailed information on the business cycles within the banking system.

6. Results

To examine the significant banking level indicators of fragility of participation
banks in Turkey, first the BSFI is constructed. In this regard, the fragile and tranquil
episodes are determined based on the index. Table 5 presents the fragility and
tranquil episodes in Turkey between 2008 and 2018. According to the table, the
participation banks in Turkey experiences 20 fragility periods and 16 tranquil
periods between 2008 and 2018.” It is observed that, majority of participation banks
in Turkey experienced fragility episode in 2007, the year before the financial crisis.
Furthermore, although it is argued that the participation banks are more resistant
and perform better during the financial crisis in terms of profitability compared to
conventional banks [15], the participation banks are in fragility episode in 2009 and
2010, in the following two years of the financial crisis. As the effects of the financial
crisis spread rapidly to other developed and developing countries and took over the
banking sectors in those countries, it is seen that participation banks in Turkey also

7 Since the movement paths of BSFI1 and BSFI2 are similar, the crisis dates are the same for both of the

indices.
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Table 5.
Fragile and tranquil episodes of the participation banks.

be affected by the outcomes of the crisis. In this regard, according to Hasan and
Dridi [7], while the business models of the participation banks prevent the destruc-
tive outcomes of the 2008 crisis, the participation banks suffer from greater decline
in profitability after 2009 because of their weak risk management practices. As the
impact of the global financial crisis on the world economy continued in 2012, most
of the countries such as USA and developed economies in the eurozone, have not
been able to fully recover and overcome the negative outcomes of the crisis. With
the deepened eurozone recession, debt ratios and unemployment increased in those
countries. The slowdown in the global economy also affected Turkey. The GDP
growth of Turkey slowed down. Furthermore, the external balance of the Turkish
economy has deteriorated and the ratio of current account deficit to GDP reached
10%. In line with the global slowdown and deterioration of the Turkish economy, it
is seen that the participation banking sector is adversely affected and majority of the
banks in the sector experiences a fragile period in 2012. In 2014, developments such
as the rapid decline in oil and natural gas prices, the inability of the European
economy to recover from the recession, the slowdown in the Chinese economy and
the uncertainties in the Middle East caused slowdown in the global economy.
Parallel to these global developments and its continuing current account deficit
problem, the Turkish economy also grow lower than expected. Accordingly, partic-
ipation banking sector in Turkey experiences fragility episode in 2014. The political
developments (i.e., Brexit, US Presidential elections) and concerns in the global
economy (i.e., fluctuations inf energy prices, uncertainty in global interest rate,
exchange rate depreciations) affect the financial markets worldwide in 2016. In this
regard, the growth of the Islamic finance assets has also deceased. In this regard, the
main reason of the slowndown is shown as the depreciation of exchange rate in
Turkey, Indonesia, Malaysia and Iran [50]. Accordingly, the table show that in
2016, the participation banks in Turkey has experienced fragility episode in line
with those global and domestic developments. In this regard, when the return on
assets of the participation banks in Turkey are examined, it is seen that its value
decreased by 11% on average in 2016 compared to 2015. Furthermore, since the
global uncertainties and the impact of the foreign exchange risks become effectual
in the global scale, the improvement of the Islamic finance sector slowed down in
2018 compared to 2017. As in 2016, the return on assets ratio of participation banks
in Turkey decrease on average by 15% compared to previous year.
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Banking sector fragility indices.

Table 6 present the BSFI1 and BSFI2 for the participation banks in Turkey.
Accordingly, when the movement paths of the BSFI1 and BSF2 are compared in
Table 6, it is observed that both indices follow a similar path. In this respect, bank
deposits do not play a significant role in explaining the fragility episodes in Turkish
participation banks as in conventional banks [37]. As Laeven and Valencia [4]
suggest, the impact of bank runs on banking crises has decreased with the savings
deposit insurance.®

To investigate the significant indicators of fragilities of participation banks in
Turkey, probit model is employed over the time period of 2008 and 2018. To
remedy a possible endogeneity, the explanatory variables of the regression of the
fragility of Turkish participation banks are lagged one year. The final explanatory
variable set for the analysis of the significant indicators of fragility of Turkish
participation banks towards banking crisis is determined by following several steps.
Firstly, to indicate the significances of the variables, each independent variable is
analyzed separately. Secondly, those significant variables are divided into the cate-
gories with respect to CAMELS classification. Thirdly, probit model is conducted
with respect to those groups. Finally, the explanatory variables that are significant
in each step constitute the final explanatory variable set. Accordingly, the final
explanatory variable set is comprised of capital adequacy ratio, return on assets, net
interest margin, cost to income ratio and FDR. The dependent variable is the binary
fragility variable that is regressed on the lagged variables by employing panel
regression.

Table 7 presents the estimation results of the probit regression. According to the
table, among capital adequacy indicators, the capital adequacy ratio has

8 In Turkey, Savings Deposit Insurance Fund (SDIF) is a public legal entity and established to protect the

rights of the account owners by compensating their losses.
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Variables Coefficient Std. error Z-stat. Prob.
Capital adequacy ratio —0.041 0.10 -3.03 0.002"
Asset growth —-0.021 0.008 —-2.66 0.008”
Cost to income ratio 0.023 0.006 3.63 0.000™"
FDR -0.023 0.007 -331 0.001"
Return on assets —0.035 0.007 —3.51 0.001""

*p < 0.1

p < 0.05

< 0.01

Table 7.

Results of the probit regression.

significantly and negatively correlated with the probability of the fragility of
participation banks in Turkey. The capital adequacy ratio, which is the ratio of the
total regulatory capital to risk weighted assets, is considered as one of the most
crucial indicators for the safe and stable banking system by indicating the financial
strength [50]. In other words, the ratio shows whether the bank’s capital is suffi-
cient against the calculated risks that the bank may be exposed to during its
operations. The ratio is related to banking crisis since it mirrors the risky assets and
indicates financial health and stability of the banks. To prevent possible banking
crises and ensure the healthy functioning banking system, various restrictions have
been imposed on the risks taken by banks. In this context, the capital adequacy ratio
constitutes an important part of the Basel Criteria. According to the Basel criteria,
the minimum capital adequacy ratio must be higher than 8%. In addition to the
standard level of 8%, the minimum ratio of 12% is set for the Turkish banks in 2006.
It has been seen as one of the most effective measures to prevent Turkish banks
from experiencing capital shortages during the financial crisis [38]. According to
the TKBB [36], while the capital adequacy ratio of the participation banks in Turkey
is 16% in 2018, the level increases to 18% in 2019 and 2020 based on the low
non-performing financings ratio and high asset quality of the banks. In line with the
related literature,” the results of the probit regression show that capital adequacy
ratio is a significant indicator of the fragility of the Turkish participation banks to
banking crisis.

Return on assets is a profitability ratio which is an important indicator for
the financial performance of banks. The ratio shows the bank’ ability to gener-
ate profit from its assets. In line with the related literature, the results of the
analysis show that return on assets is significant indicator of the fragility of the
participation banks [53]. Put differently, increasing return on assets reflects the
strength and efficiency of participation banks and decreases the likelihood of
experiencing a fragility towards banking crisis. Since the conventional banks
operate based on interest, they have a fixed rate of return. However, as interest
is prohibited by the Islamic law, the investments are based on mark-up and
equity in participation banks. Furthermore, the pre-agreed return on deposits
do not allowed, there is higher risks and uncertainties of return on investments
[54]. For this reason, return on assets is crucial for the participation banks in
Turkey.

According to the estimation results, cost to income ratio, which is measured as
the operating expense as a percent of operating income, has significant impact on

9 See Klomp and de Haan [51]; Korkmaz et al. [52].
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the fragility of the participation banks. The indicator is frequently used in the
literature to measure management efficiency [55]. Furthermore, low cost efficiency
is an essential factor of low profitability of banks [56, 57]. In line with the literature,
the estimation results suggest that lower values of cost to income ratio, increases the
likelihood of participation banks to experience banking crisis. The cost to income
ratio is crucial especially for participation banks since they are found as less cost
efficient than conventional banks in the countries where both banks operates in the
same banking sector [58] 10

Asset growth is found as statistically significant indicator and decreasing value
of this variable increases the fragility of the participation banks. As Al-Kayed et al.
[59] investigate, optimal asset growth has a positive impact on the performance of
the participation banks. In this regard, since the asset growth is originated from
TPF, those funds should be allocated to public to obtain optimal margin income and
revenue sharing [60].

As conventional banks and participation banks are different in terms of financ-
ing, the loan to deposit ratio in Shari’ah banking calculated as financing to deposit
ratio (FDR) [61-63]. FDR indicates the ability of participation banks to repay funds
withdrawn by customers, based on financing as a source of liquidity [64]. In other
words, it is the ratio of financings outstanding to third party funds (TPF) [65].
According to the results, FDR is found as negatively correlated with the fragility of
participation banks in Turkey. As Kinanti [66] states, FDR has a positive impact on
the profitability of participation banks. Furthermore, increasing FDR ratio increases
the bank’s ability to channel financing, therefore, makes participation banks less
prone to banking crisis. In addition, according to Widiwati and Rusli [67], since
FDR demonstrates that the bank is able to adjust the amount of funds received and
the murabaha financing distributed it has also positively related with the
murabahah financing. Furthermore, TPF has also has a positive impact on
murabahah financing as banks accept high amount of funds, the distribution of
murabahah financing increases.

The estimation results reveal that, among banking level indicators, return on
assets, FDR, capital adequacy ratio, asset growth and cost to income ratio are the
leading indicators of banking sector fragility of participation banks in Turkey. In
this respect, return on assets, FDR, capital adequacy ratio and asset growth are
found as negatively related with the fragility of participation banks. Accordingly,
increasing return on assets, FDR, capital adequacy ratio and asset growth make
participation banks less prone to experiencing a banking crisis. Cost to income ratio,
on the other hand is also found as statically significant and positively related with
the banking sector fragility of the participation banks. Therefore, increasing cost to
income ratio increases the likelihood of the participation banks in Turkey to
experience banking crisis.

7. Conclusion

Turkish banking sector hosts dual banking system where both conventional bank-
ing and Islamic banking operate in the same banking sector. Furthermore, the banks
that operates based on Islamic banking practices are called as “participation banks”.
Although the literature on the banking sector fragility indicators of conventional
banks is vast, there are limited number of studies that focus on participation banks.
For this reason, in this study, the significant banking level indicators of participation

19 Islamic vs. Conventional Banking.
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banks towards banking crisis is investigated. The estimation is employed by
conducting probit model over the time period 2008 and 2018. According to the
estimation results, asset growth, capital adequacy ratio, FDR, return on asset and cost
to income ratio are significant banking level indicators of the banking fragility of
participation banks in Turkey. Accordingly, increasing return on assets, FDR, capital
adequacy ratio and asset growth decreases the likelihood of experiencing banking
crisis. On the other hand, the results suggest that increasing cost to income ratio
increases the probability of banking sector fragility of participation banks.

Following Kibrit¢ioglu [37], the BSFIs are constructed in order to investigate
whether bank deposits are essential role in determining the banking sector fragility
of the participation banks in Turkey. It is important to examine the role of bank
runs in Turkish participation banking sector since they play a crucial role in major-
ity of the banking crisis as Asian crisis and Argentina crisis in 1989 [4, 67]. How-
ever, it is found that both of the indices follow the same pattern, revealing that bank
deposit are not crucial in determining the fragility of the participation banks. In line
with the existing literature, with the adoption of deposit insurance, the role of bank
runs in banking crisis become less effective [4, 68]. Although conventional banks
and participation banks share similar objectives, they perform their functions in
different manners which make their risk exposure idiosyncratic in terms of their
funding methods, principles and prohibitions. As one of the fastest growing sectors
of financial industry, participation banking has developed rapidly on a global scale.
In addition to its rapid growth and its share in the banking sector, it attracted special
attention with the financial crisis experienced in 2008. Although the participation
banks are considered as they performed better compared to conventional banks
during the financial crisis of 2008, a considerable amount of literature has been
published after the crisis reveal that they have also experienced negative outcomes
of the crisis, therefore, they are not completely safe against banking crisis [69, 70].
Furthermore, according to the results of this study, although the participation
banking sector in Turkey experiencing a tranquil episode in 2008, the sector was in
fragility episode in 2009, 2010 and also majority of the banks in 2007. Accordingly,
by revealing the leading indicators of the banking sector fragility for participation
banks, the results of this study are crucial and beneficial since policymakers may
prevent potential future banking crises and take early precautions to minimize the
losses by utilizing the results of this study.
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Chapter 11

Exchange Rate Volatility and
Monetary Policy Shocks

Gbalam Peter Eze and Tonprebofa Waikumo Okotori

Abstract

The study investigated the influence of innovations in monetary policy on the rate
of exchange volatility in Nigeria. The research adopted vector error correction model
as well as impulse response function and forecast error variance decomposition
function in the estimation using two models derived in the study. Monthly data
between the periods 2009 and 2019 were adopted for the research. Our findings show
that in the long run; all the monetary policy variables have a significant long run
correlation with volatility in the exchange rate; but that money supply and the rate of
exchange seem to have significant short run impact on volatility in the exchange rate,
the other variables such as liquidity ratio or monetary policy rate did not show a
significant short run relationship with the volatility in the exchange rate. Further
findings on the volatility impulse response and the forecast error variance decompo-
sition suggest a significant link between volatility in the exchange rate and money
supply though the link was much more pronounced. The use of monthly data shows
that the managed exchange rate regime by the CBN seems to have the desired effect
in exchange rate volatility and thus having a critical impact on inflationary spikes.

Keywords: exchange rate volatility, monetary policy, central Bank of Nigeria,
exchange rate regime, vector error correction model, impulse response function,
forecast error variance decomposition

1. Introduction
1.1 Background of study

Exchange rate and price instability seems to have a negative effect on producers
economic well-being, on upcoming investors as well as the situation of current
consumers alike as it results in unpredictability, which has a negative impact on
commitments that are of longer run; that reduces the chances of attaining self-
reliant growth in output, income, and employment. The foregoing has led both the
monetary and fiscal authority to develop policies or moves that aim at the attain-
ment of the exchange rate and price stability. One of the key goals of the monetary
authority in Nigeria (Central Bank of Nigeria (CBN)) is the attainment of price and
stability of the rate of exchange. The CBN’s policy on the rate of exchange regime
over the years can be placed in two categories, (1) The Pre-SAP (1960-1986)
period, (2) Post SAP (1986-present). The pre SAP period was characterized by:
direct foreign exchange control, in that the authorities simply maintained
overvalued exchange rates. These policies led to the fall in the value of the naira as it
made imports cheaper. It also led to a weak balance of payments position
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subsequently. The Post SAP period was characterized by free float exchange rate,
which also led to the steep depreciation of the naira.

Emefiele [1] observed that for the Nigeria economy, a depressed GDP growth,
which having grown by nearly 7% in previous years culminated in the 2016
recession, rising inflation, did rise to the level of 18.7% by the end of January, 2017
from 9.6% a year earlier, depreciation of the foreign exchange from N155/1 US
dollar as at June, 2014 to a peak of N525/1 US dollar in February, 2017. There seems
to be a nexus linking shocks from monetary policy to exchange rate volatility for an
economy such as Nigeria that is import-dependent [2]. Thus, maintaining an
effective and stable exchange rate is a realistic proposition for the Nigerian econ-
omy. Exchange rate regimes differ from country to country, and the level of finan-
cial development is the basis for whatever policy position a country might adopt.
The important attention given to price stability is said to be derived from “new
developments in monetary theories and empirical evidence which show that
sustainable growth can only be achieved when the price level is stable” [3].

Liberalization of the financial system in Nigeria is still ongoing; hence the antic-
ipated impact of these monetary policy variables in dictating trends in the financial
markets such as the foreign exchange market raises a query about their empirically
verified effects on the various financial markets. The most pressing issue is the
identification of: (a) monetary authority’s policy tools and their actual effect on the
naira rate of exchange to the US Dollar, (b) the aggregate impact of these tools on
the Naira exchange rate, and (c) determining if financial liberalization undertaken
in Nigeria has yielded the anticipated results. The main targeted goal this research
sought to attain is to ascertain the extent of the volatility of the rate of exchange due
to monetary policy shocks. Amato et al. [4] observed that based on “the implica-
tions of exchange rates for monetary policy, several questions are particularly
relevant these are; what is the appropriate response of volatility in the exchange rate
to broad money supply, treasury bills rate, statutory liquidity ratio, exchange rate
and the external reserve changes”?

The theoretical postulations of Mundell-Fleming known as the impossible
trilemma states that every country has three policy options, and these are: (i) unfet-
tered mobility of capital, (ii) rate of exchange that is fixed, and (iii) ability to embark
on monetary policy that can be considered independent. That any country’s mone-
tary authority can only apply two of the three policy options simultaneously at any
point in time. What is revealed from the Nigerian experience is that in its adopted
regime on the rate of exchange, the Central Bank of Nigeria has taken a middle
ground approach as regards its regime on the rate of exchange by using a managed
float exchange rate regime, thus making the exchange a monetary policy tool. The
CBN has also allowed the operation of three different exchange rates in Nigeria. The
foregoing was though not factored into the policy prescriptions of Mundell-Fleming.

The rest of the study is subdivided into: 2—review of relevant literature; 3—
methodology, 4—data presentation, analysis, and discussion; 5—summary.

2. Review of relevant literature
2.1 Conceptual framework
2.1.1 Exchange rate volatility
The rate of exchange refers to that rate at which the currency of one country is

converted to another currency from a different country. There is volatility in the
exchange rate when the rate of such exchange rate change happens rather randomly
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or in rapidity. Ozturk [5] defined exchange rate volatility as being associated with
exchange rate movements that are unexpected. Exchange rate volatility has been a
serious concern for those in the academia, policymakers, and participants in the
financial markets for all economies across board in the world [6]. The volatility of
the exchange rate has inflationary tendencies; hence the attempts by the central
banks to watch exchange rate volatility.

2.1.2 Monetary policy

Monetary policy is the pathway through which the Central Bank of Nigeria or
the monetary authority in any country decides on amount of supply of money for
that given country. It has been the “fundamental instrument over the years in
attaining macroeconomic stability and as a prerequisite to attaining sustainable
output growth” [7, 8]. Mathai [9] saw monetary policy as the regulating amount of
the supply of money in a country’s economy in order to attain an optimal mix of
output and inflation goal realization. Jimoh [10] observed that it is generally
believed that an exchange rate is an important variable that has a significant impact
on the overall outcome of macroeconomic performance as it concerns internal and
external balances. But Pattnaik et al. noted that a specific regime of the rate of
exchange cannot be one solution fit it all remedy for the world, noting the real
scenario can change at any time. Exchange rates can thus serve as “automatic
stabilizers” for the macroeconomy in any nation [11].

2.2 Exchange rate regimes
2.2.1 The free float rate of exchange regime

The rate of exchange regime that is free floating depends on market forces in the
determination of the exchange rate. Alade [12] opined that in a rate of exchange
regime that is free float, “the monetary authority does not intervene in the foreign
exchange market and that monetary policy is therefore independent of the
exchange rate regime and can be used to steer the domestic economy”. Okoli et al.
[13] did observe that the “high level of exchange rate volatility in the world market,
particularly the Naira/Dollar exchange rate especially in the recent past is not only
alarming but economically threatening”.

2.2.2 The fixed rate of exchange regime

In the fixed exchange rate regime, the exchange rate of the local currency is
pegged to the amount of another country’s currency or a basket of currencies or the
Special Drawing Right (SDR). The monetary authority adjusts this peg in the sce-
nario where misalignment becomes a threat to the economy. Fixed exchange rates
are to “promote certainty and orderliness in foreign exchange markets and of course
in international trade transactions” [13, 14]. Alade [12] opined that the fixed rate of
exchange regime can achieve stability and the ability of the local currency to com-
pete when the peg is credible, though noting that “the regime is prone to currency
crises if the country is open to international capital market (free capital mobility)
because of the limited shock absorptiveness capacity”.

2.2.3 Managed float rate of exchange regime

In the managed float exchange rate regime, there is active intervention from the
monetary authority in the market that deals on exchange of the domestic currency
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with foreign currencies, and this is not subject to any preannounced path for the
policy as regards the adopted rate of exchange regime. Under the managed float
exchange rate regime, the monetary policy is said to be relatively independent.
Monetary policy here serves to move the economy in the desired direction; hence
exchange rate can be used as an instrument of monetary policy. Alade [12] observed
that the limited flexibility of managed float “permits partial absorption of adverse
shocks and that it can also maintain stability and competitiveness if the regime is
credible, as it is less vulnerable to currency crises”. But in practice, “no exchange
rate is ‘clean or pure float,” that is a situation where the exchange rate is left
completely to be determined by the market forces of demand and supply”; yet the
existing regime is a managed float, in which a country’s monetary authorities get
involved the dynamics in country’s foreign exchange market in an attempt to
accomplish very important economic objectives [15, 16]. According to Heipertz
[17], “exchange rate is adjusted by the central bank like the use of the interest rate
as an operating instrument.”

2.3 Theoretical review

The exchange rate channel is certainly effective in a given economy with a
shallow money market, as well as a deep market for foreign. Overall, random
changes in the rate of exchange were observed for Nigeria, specifically in all the
years for the period 1980-1990 [2].

2.3.1 Purchasing power pavrity (PPP)

Mordi [18] opined that the purchasing power parity (PPP) presupposes “those
exchange rates between two currencies at a given period are equal if the ratio of
the level of price in a certain amount of products produced” and flowing in two
countries and the rate of exchange among those two countries are equal. Adeoye
and Saibu [2] observed that purchasing power parity hypothesis is the most
useful reason proffered as regards the stability in the long term as well as persis-
tence of the rate of exchange in bilateral relations and that testing for PPP in the
long term; this is useful for a lot of purposes: following many monetary models [19],
that this rests on the reliability of the PP theory in the long run, in addition to a lot
of models that describe the macroeconomy by adopting the PPP to express the
nexus to foreign and local development; mostly when examining market economy
such as Nigeria. Adenekan et al. [20] did observe that the “PPP theory was
criticized for not considering the impact of international capital movements, and
suffers from the choice of an appropriate price index used in price calculations.”
There is thus the need for theoretical postulations that can be all encompassing in
application.

2.3.2 Mundell-Fleming theory

The Mundell-Fleming model is also called the IS-LM-BOP model (or IS-LM-BP)
model based on the independent research of Mundell [21] and Fleming [22]. Though
the Mundell-Fleming model is an offshoot of the IS-LM model, the original IS-LM
model expresses the situation in a closed economy (autarky), this model expresses the
situation that exists in an economy that is not closed, but small and open. The
impossible trilemma of this theoretical model is the premise for the position that in an
economy that is open, a country cannot follow the path of: a fixed rate of exchange,
free mobility of capital, and the application of monetary policy that is independent
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simultaneously. The operation of a managed float was not specifically captured at the
beginning of this model, yet managed float is an imperfect free float or fixed
exchange rate regime. The model states that two and not three of the trilemma can be
operated simultaneously at any point in time.

Aizenman [23] observed that the financial crises of 1990 have “induced emerg-
ing markets to converge to the trilemma’s middle ground—managed exchange-rate
flexibility, restricted financial integration, and an effective but less prominent
monetary independence” and that the crisis of flight of capital has led to financial
stability becoming an additional goal in the operation of the trilemma’s targeted
goals. Hence, the present scenario goes beyond the textbook description unveiled by
the trilemma. This encapsulates the theoretical foundations of our present study.

2.4 Empirical review

Ndung’u [24] assessed if the rate of exchange of Kenyan currency is influenced
by the monetary authority’s policy moves and whether the observed impact tran-
sient or consistent. The findings of this research reveal that the rate of exchange in
nominal terms for the period 1970-1994 was impacted upon by income increase in
real terms, the inflation rate, expansion in the supply of money, the circular move-
ments in the volatility in the real rate of exchange, the cointegrating vectors, and
the shocks. A similar research by Ubok-Udom [25] did study the nexus linking the
total GDP growth rate in annual terms, GDP attributable to the non-oil sector, and
the variations in the rate of exchange spanning 1991-1995. The results of this study
further indicate that the rates of growth for total GDP and GDP from non-oil
sources seem to reduce or rise with drops or spikes in the rate of exchange in
nominal terms. Pattnaik et al. disclosed that the study shows that monetary policy
has been useful achieving sustained factors in the exchange rate market revealing
the pass-through via the exchange rate to the local inflation rate.

Similar studies such as Adebiyi [26] investigated the influence of the monetary
authority’s involvement in Nigeria’s currency exchange market. The research did not
focus on the link that connects shocks from monetary authority’s policy moves and
changes in the rate of exchange but looked at whether these involvements of the local
monetary authority in the foreign exchange market are sterilized or not. The research
by An and Sun [27] investigated the linkage between monetary policy, the monetary
authority’s intrusion into the foreign exchange market, and the rate of exchange for
Japan in the form of a unifying model. The results from the study firstly lend support
to the hypothesis referred to as “leaning-against-the —~wind” as well as the hypothesis
referred to as “signaling,” though the presence of the “signaling” postulation happens
to be rather minimal. Another finding is that the impact of intervention is not effec-
tive, possibly even a negative effect. Lastly, normal monetary policy seems to exert a
major impact on both the rate of exchange and interventions in foreign exchange.

Cagliarini and Mckibbin [28] used the G-Cubed model for analyzing several
sectors in an economy for a cross-country data; examining the possible impact of
three shocks on US monetary policy, risk premia, and productivity to determine
major relative price movement for the period 2002-2008. A very important sum-
mary of the study experimental exercise was done by this study, and it shows that
monetary authority’s policy moves seem to impact prices in relative terms for as
much four years due to the fact that a non-permanent in real interest rates varies
across sectors. Asad et al. [29] studied the influence of rate of exchange(in real and
effective terms) on inflation on the economy of Pakistan by utilizing secondary data
on GDP (in real and nominal terms), effective real rate of exchange, prices, and the
supply of money that covered 1973-2007. The results from their study show that the
exchange rate (in real terms) has a significant influence on the rate of inflation as
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regards the economy of Pakistan; the nexus between the effective real rate of
exchange and inflation was found to be positive and strong.

But Dickson [30] did study to examine the influence of volatility in the real rate
of exchange on Nigeria’s growth in output by adopting annual data from 1970 to
2009. The results of the study did reveal that the nexus between economic growth
and rate of exchange volatility was positive in the short run; but in the long run, the
relationship for both variables is negative. Adeoye and Saibu [2] analyzed that
monetary policy shocks influence via movements in the policy instruments on vola-
tility in the rate of exchange in Nigeria. Specifically the study focused on the rela-
tionship between volatility in the rate of exchange and shocks due to monetary
policy in Nigeria. The short-run dynamics reveals that changes in monetary policy
instruments correlate to the variations in the rate of exchange via process that is self-
correcting without the involvement of the CBN. Furthermore, the findings from the
test for causality that link the volatility in the rate of exchange and the monetary
authority’s policy tools indicate significant nexus between as regards historical values
of the rate of exchange and monetary policy variables. It was observed that shifts in
past values of policy tools result in changes in exchange rate volatility.

Nwachukwu et al. [31] modeled the long-run nexus that linked “the Bureau
De Change rate of exchange and Nigeria’s external reserves in a threshold vector
error correction model (TVECM)” econometric methodology by utilizing daily
data that spanned from 2014 to 2015. The study concluded that “the adjustment
mechanism between the two variables flow from external reserves to BDC
exchange rate.” Ayomitunde et al. [32] examined the nexus that exists linking
monetary authority’s policy instruments and the rate of exchange rate Nigeria. The
study adopted the Autoregressive Distributed Lag (ARDL) model to achieve the
focused goal of the study. The results show that there was a negative nexus linking
the Treasury bill rate, cash reserve requirement to the rate of exchange. On the
other hand, the policy rate and money supply (broad) have a nexus with the
exchange rate that is positive for Nigeria.

Miyajima [33] did carry out a study that was premised on an answer to the
question “does the South African rand’s relatively large volatility affect inflation?”
The derived results indicate that when the volatility in the rate of exchange spikes,
it leads to an increase in core inflation, though that impact is limited for the
economy of the country under study.

The Nigeria experience shows that some research studies have been carried out
on the nexus linking volatility in the rate of exchange and the actions of the Central
Bank’s stabilizing actions. The study is an attempt to determine the interventions in
the markets for the buying and selling of foreign currency by the monetary author-
ity; whether such intervention is sterilized or not sterilized has had the moderating
impact on exchange rate volatility. The Nigerian experience from a few studies in the
area of the interrelationship between exchange rate volatility and macroeconomic
policies of the CBN have been carried out; yet the use of monthly data was not
common in all these studies. This study did apply monthly data to reveal that nexus
in a more timely manner.

3. Methodology
3.1 Study design
The study utilizes an ex-post facto research design, the events have already taken

place before the analysis, and hence there is no way the data can be manipulated.
The “ex post facto design in its application is causal comparative and used when the
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researcher aims to establish relationship between the independent and dependent
variables with a view to establishing the causal link between them” [34, 35].

3.2 Population of study

The dataset is monthly time series data for Nigeria on the rate of exchange,
money supply (M2), policy rate (nominal anchor), reserve requirement, treasury
bills rate, and external reserve. These form the population of study.

3.3 Sample

The study sample is secondary data, retrieved after the occurrence of the event;
hence the ability of the researcher to influence it is not possible. The sample period
covered 2009-2019. The sample period covered over 48,180 days.

3.4 Sources of data

The data was extracted from the CBN’s statistical bulletin, CBN website, World
Bank, and IMF databases.

3.5 Model development and variable description

The research employs vector error correction (VEC) methodology to study the
magnitude of the effect and the response to the impulse function of the rate of
exchange concerning stock prices. This is done after determining the variables are
cointegrated. Vector error correction model (VECM) is used to capture the
evolution and the interdependencies between multiple time series, generalizing
the univariate AR models. There is a symmetrical treatment of all the variables
adopted for the VECM in the study via the addition in every one of the given
equation in determining process on the bases of its lags as well as the lags of all other
variables.

3.6 Model specification

Chen [36] did note that volatility in the rate of exchange volatility might be
either for the description of a regime that is tranquil regime, and this rests how
descriptive the adopted policy tools are (e.g. interest rate) utilized as a tool of
stabilization instruments as follows:

Model 1

Erv = f (MPR, M2)
Erv = MPR + M2 + u, 1)

Model 2
Erv =f (TBR,LQR, EXR)
Erv = TBR, + LQR + EXR + (2)

3.7 Method of data analysis

Experience has shown in Nigeria that the monetary authority uses either the
quantitative or qualitative measures of stabilizing the macroeconomic activities. But
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most often, money supply, interest rate, and inflation are the major quantitative
measures employed by the Central Bank in maintaining a close watch of monetary
balances in Nigeria. However, the exchange rate deepening experienced in the past
prompted the monetary authority to strengthen the stock of money reserves to
decelerate exchange rate volatility and watch the overall economy performance
closely in terms of productivity. Based on the above argument, the empirical model
for analyzing the effect of monetary policy shocks on generated exchange rate
volatility series in Nigeria by considering the most employed monetary tools in
formulating the error correction model is as follows:

Model 1
Erv, = dg + d{MPR; + d,M2; + +u, (3)

Model 2
Erv, = do + d;TBR; + d,LQR, + d;EXR + u; (4)

Here erv represents volatility in the rate of exchange, which is generated from
the nominal rate of exchange of Nigeria’s domestic currency the naira as measured
in value against the US dollar by adopting the approach trough the standard devia-
tion; mpr is the proxy for the nominal rate of interest, the monetary policy rate,
which is the rate at which the Central Bank lends to the bank; ms is the broad
money supply; tbr is the treasury bills rate; rsq is the reserve requirement; Iqr is the
liquidity ratio; and u represents the error term, and it describes the Markov models
depiction transition from one regime to another. The dynamics linking monetary
policy to volatility in the rate exchange for the Nigeria economy in the short run via
the error correction mechanism model is investigated.

Since estimated regression results do not provide an answer to which variables
cause changes in the other while ignoring the impact interaction. In terms of data
requirement and sources, the paper uses a time-series data on the nominal exchange
rate of naira vis-a-vis US dollar, minimum policy rate as a proxy for the interest
rate, money supply, inflation rate, reserve requirement.

4, Presentation of data/results
4.1 Empirical analysis

This section elaborates on the empirical results and the analysis.

4.1.1 Unit root tests

The test for unit root reveals information on the stationarity properties of vari-
ables. The variables were tested at levels and their first differences. The results are
given in Tables 1 and 2 respectively.

The unit root test result for the variables at level are shown in Table 1, the ADF
test statistic for exchange rate (t = 0.29, p > 0.05) is insignificant at the 5% level.
From the foregoing, a unit root at the 5% significance level for the null hypothesis
cannot be rejected. The rate of exchange is thus not stationary at level. Similarly,
liquidity ratio (t = —1.79, p > 0.05), monetary policy rate (t = —1.55, p > 0.05),
money supply (t = —2.46, p > 0.05), and Treasury bill rate (t = —2.41, p > 0.05) are
nonstationary at levels. These variables were all tested determine their stationarity
at their first differences.
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Variable ADF statistic 5% Critical value Remarks

EXR 0.29 —2.89 Nonstationary
LQR =179 —2.89 Nonstationary
MPR —1.55 —2.89 Nonstationary
MS —2.46 —2.89 Nonstationary
TBR -2.41 —2.89 Nonstationary

Source: Results Extract from Eviews 11.0.

Table 1.
(augmented dickey-fuller unit root tests at levels (augmented Dickey-Fuller regression has an intercept as an
addition, but not a linear trend).

Variable ADF statistic 5% Critical value Order of integration Remarks
D (EXR) —17.18 —2.89 I(1) Stationary
D (LQR) ~11.15 ~2.89 1(1) Stationary
D (MPR) —11.04 —2.89 I(1) Stationary
D (MS) -3.89 —2.89 I(1) Stationary
D (TBR) —16.64 —2.89 I(1) Stationary

Note: Note: D denotes first difference of the variable.
Source: Results Extract from E views 11.0.

Table 2.
(augmented dickey-fuller unit voot tests at first differences (augmented Dickey-Fuller regressions include an
intercept but not a linear trend).

The results for the unit root test at first difference are given in Table 2; the
findings indicate that at the 5% level of significance both the independent and
dependent variables are all significant at first difference. This is because the ADF
test statistics are all greater than the 5% critical values in absolute terms. Thus, we
fail to accept the null hypothesis of a unit root at the 5% level.

4.1.2 Cointegration tests

Following the establishment of the time-series data’s properties, the study car-
ried out the multivariate Johansen cointegration test. The test was conducted for the
two sets of the VEC models. The findings from the tests for exchange rate volatility,
monetary policy rate, and money supply are reported in Tables 3 and 4, and those
of exchange rate volatility, treasury bill rate, liquidity ratio, and exchange rate are
presented in Tables 5 and 6.

As shown in Tables 3 and 4, the cointegration test based on the trace and
maximum eigen statistics indicate that there is one cointegrating equation among
exchange rate volatility, monetary policy rate, and money supply within signifi-
cance level of the 5% level. The findings indicate that there exists a long run
relationship among: exchange rate volatility, monetary policy rate, and money
supply. Similarly, from Tables 5 and 6, the cointegration test based on the trace and
maximum eigen statistics indicates that there is one cointegrating equation among
exchange rate volatility, Treasury bill rate, liquidity ratio, and exchange rate at the
5% level. This shows that exchange rate volatility, Treasury bill rate, liquidity ratio,
and exchange rate have a common long-run trend.
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Hypothesized No. of CE(s)  Eigenvalue T race statistic  0.05 critical value Probability”

None 0.186630 33.73461 29.79707 0.0167
At most 1 0.080373 9.979107 15.49471 0.2823
At most 2 0.002983 0.343533 3.841465 0.5578

Trace test indicates 1 cointegrating eqn(s) at the 0.05 level.
denotes rejection of the hypothesis at the 0.05 level.

“MacKinnon-Haug-Michelis [37] p-values.
Source: Results Extract from Eviews 11.0.

Table 3.
Unrestricted cointegration rank test (trace).

Hypothesized No. of CE(s) Eigenvalue Max-Eigen statistic 0.05 critical value Probability

None’ 0.186630 23.75550 21.13162 0.0209
At most 1 0.080373 9.635573 14.26460 0.2370
At most 2 0.002983 0.343533 3.841465 0.5578

Max-Eigenvalue test indicates 1 cointegrating eqn(s) at the 0.05 level.
denotes vejection of the hypothesis at the 0.05 level.

“MacKinnon-Haug-Michelis [37] p-values.
Source: Results Extract from Eviews11.0.

Table 4.
Unrestricted cointegration rank test (maximum eigenvalue).

Hypothesized No. of CE(s)  Eigenvalue T race statistic  0.05 critical value ~ Probability '

None’ 0.233281 56.64510 47.85613 0.0060
At most 1 0.151818 26.09708 29.79707 0.1258
At most 2 0.046361 7.161141 15.49471 0.5590
At most 3 0.014692 1.702127 3.841465 0.1920

Trace test indicates 1 cointegrating eqn(s) at the 0.05 level.
denotes rejection of the hypothesis at the 0.05 level.
**MacKinnon—Huug—Michelis [37] p-values.

Source: Results Extract from Eviews11.0.

Table 5.
Unrestricted cointegration rank test (trace).

Hypothesized No. of CE(s) Eigenvalue Max-Eigen statistic 0.05 critical value Probability”~

None’ 0.233281 30.54803 27.58434 0.0202
At most 1 0.151818 18.93593 21.13162 0.0987
At most 2 0.046361 5.459013 14.26460 0.6831
At most 3 0.014692 1.702127 3.841465 0.1920

Max-Eigenvalue test indicates 1 cointegrating eqn(s) at the 0.05 level.
denotes vejection of the hypothesis at the 0.05 level.

“MacKinnon-Haug-Michelis [37] p-values.
Source: Results Extract from Eviews11.0.

Table 6.
Unrestricted cointegration rank test (maximum eigenvalue).
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4.1.3 Analysis of the estimated vector ervor correction models

The results of the first estimated VEC model are reported in Table 7.

The coefficient of determination (R?) for exchange rate volatility short-run
equation is approximately 0.26. This indicates that the regressors in the equation
account for about 26% of the systematic variations in volatility of the rate of
exchange on the short-run basis. Similarly, the adjusted R? shows all the indepen-
dent variables in the first model account for about 21% of the systematic variations
in exchange rate volatility in the short run. Thus, the overall goodness of fit of the
exchange rate volatility short-run model is low.

From the exchange rate volatility short-run equation, its one-month previous
volatility rate has a negative significant effect on its current rate, but its two-month
previous volatility rate has an insignificant impact on its current rate in the short
term. The two previous values of monetary policy rate have no significant effects on
exchange rate volatility in the short run. However, the one-month lagged value of
money supply has a negative significant effect on exchange rate volatility in the
short run. The foregoing leads to a rejection of the acceptance of the null hypothesis
that the monetary policy rate has no significant effect on the volatility in the
exchange rate in Nigeria, whereas the null hypothesis on money supply not having a
significant nexus with the volatility in the exchange rate is rejected as money supply
has a significant impact on exchange rate volatility in Nigeria.

The results of the second estimated VEC model are reported in Table 8.

The coefficient of determination (R?) for exchange rate volatility short-run
equation is approximately 0.26. This indicates that the regressors in the equation
account for about 26% of the systematic variations in exchange rate volatility in the
short term. Similarly, the adjusted R%accounts for about 21% systematic variations
in exchange rate volatility in the short run. Thus, the overall goodness of fit of the
exchange rate volatility short-run model is low.

From the exchange rate volatility short-run equation, its one-month previous
volatility rate has a negative significant effect on its current rate, but its two-month
previous volatility rate has an insignificant impact on its current rate in the short
term. The two previous values of monetary policy rate have no significant effects on
exchange rate volatility in the short run. However, the one-month lagged value of
money supply has a negative significant effect on exchange rate volatility in the
short run.

The results of the second estimated VEC model are reported in Table 9.

The coefficient of determination (R?) for exchange rate volatility short-run
equation is approximately 0.92. This indicates that the regressors in the
equation account for about 92% of the systematic variations in exchange rate
volatility in the short term. Similarly, the adjusted R indicates that all the indepen-
dent variables in the second model account for about 91% systematic variations in
exchange rate volatility in the short run. The F-statistic (F = 139.33, p < 0.05)
indicates the overall exchange rate volatility short-run model is significant at the
5% level.

From the exchange rate volatility short-run equation, its one-month previous
volatility rate has a negative significant effect on its current rate while its two-
month previous volatility rate has a positive significant impact on its current rate in
the short term.

The two previous values of Treasury bill rate have no significant effect on
exchange rate volatility in the short run. Also, the two lagged values of liquidity
ratio have no significant effect on exchange rate volatility in the short run. How-
ever, the two lagged values of exchange rate have positive significant effects on
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Cointegrating Eq: CointEql
EXRV(-1) 1.000000
MPR(-1) —7817.859
(1584.61)
[—4.93362]
MS(-1) —1723.057
(784.802)
[-2.19553]
C 119340.6
Error Correction: D(EXRV) D(MPR) D(MS)
CointEql —0.058246 2.23E-05 2.25E-06
(0.02723) (7.7E-06) (3.3E-06)
[—2.13889] [2.87772] [0.68702]
D(EXRV(-1)) —0.407297 —1.31E-05 9.58E-06
(0.09440) (2.7E-05) (1.1E-05)
[—4.31465] [—0.48875] [0.84535]
D(EXRV(-2)) 0.018987 —4.17E-07 1.98E-05
(0.09219) (2.6E-05) (1.1E-05)
[0.20596] [-0.01593] [1.78598]
D(MPR(-1)) —271.3121 —0.145712 —0.039322
(323.488) (0.09193) (0.03883)
[—0.83871] [—1.58495] [—1.01274]
D(MPR(-2)) —228.4871 —0.225357 —0.013785
(317.403) (0.09021) (0.03810)
[-0.71986] [—2.49827] [-0.36183]
D(MS(-1)) —1777.983 0.497631 0.398358
(762.661) (0.21675) (0.09154)
[—2.33129] [2.29592] [4.35169]
D(MS(-2)) 59.68383 —0.018873 0.321481
(827.667) (0.23522) (0.09934)
[0.07211] [—0.08023] [3.23605]
C 212.6540 0.109331 —0.051629
(402.479) (0.11438) (0.04831)
[0.52836] [0.95583] [-1.06872]
R-squared 0.260032 0.203020 0.371578
Adj. R-squared 0.212511 0.151838 0.331220
F-statistic 5.471951 3.966619 9.207182

Source: Extract from Eviews 11.0.
Notes: Standard errors are in ()and t-statistics ave in [].

Table 7.
Estimated VEC model 1.
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Cointegrating Eq: CointEql
EXRV(-1) 1.000000
MPR(-1) —7817.859
(1584.61)
[—4.93362]
MS(-1) —1723.057
(784.802)
[—2.19553]
C 119340.6
Error Correction: D(EXRV) D(MPR) D(MS)
CointEql —0.058246 2.23E-05 2.25E-06
(0.02723) (7.7E-06) (3.3E-06)
[—2.13889] [2.87772] [0.68702]
D(EXRV(-1)) —0.407297 —1.31E-05 9.58E-06
(0.09440) (2.7E-05) (1.1E-05)
[—4.31465] [—0.48875] [0.84535]
D(EXRV(-2)) 0.018987 —4.17E-07 1.98E-05
(0.09219) (2.6E-05) (1.1E-05)
[0.20596] [-0.01593] [1.78598]
D(MPR(-1)) —271.3121 —0.145712 —0.039322
(323.488) (0.09193) (0.03883)
[—-0.83871] [—1.58495] [-1.01274]
D(MPR(-2)) —228.4871 —0.225357 —0.013785
(317.403) (0.09021) (0.03810)
[—0.71986] [—2.49827] [-0.36183]
D(MS(-1)) —1777.983 0.497631 0.398358
(762.661) (0.21675) (0.09154)
[-2.33129] [2.29592] [4.35169]
D(MS(-2)) 59.68383 —0.018873 0.321481
(827.667) (0.23522) (0.09934)
[0.07211] [-0.08023] [3.23605]
C 212.6540 0.109331 —0.051629
(402.479) (0.11438) (0.04831)
[0.52836] [0.95583] [—1.06872]
R-squared 0.260032 0.203020 0.371578
Adj. R-squared 0.212511 0.151838 0.331220
F-statistic 5.471951 3.966619 9.207182

Source: Extract from Eviews 11.0.

Table 8.
Estimated VEC model 2.
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Cointegrating Eq: CointEql
EXRV(-1) 1.000000
TBR(-1) 1549.282
(1397.79)
[1.10838]
LQR(-1) —2231.369
(505.274)
[—4.41616]
EXR(-1) —213.4598
(86.0715)
[-2.48003]
C 109208.8
Error Correction: D(EXRV) D(TBR) D(LQR) D(EXR)
CointEql —0.010650 1.15E-05 4.67E-05 2.24E-05
(0.00673) (4.6E-06) (1.7E-05) (6.2E-05)
[-1.58296] [2.51205] [2.70826] [0.36361]
D(EXRV(-1)) —0.385805 —4.52E-05 0.000422 —0.002019
(0.08789) (6.0E-05) (0.00023) (0.00080)
[—4.38984] [-0.75693] [1.87360] [—2.51091]
D(EXRV(-2)) 0.059607 1.05E-06 —7.54E-08 —0.000309
(0.03030) (2.1E-05) (7.8E-05) (0.00028)
[1.96705] [0.05102] [-0.00097] [-1.11294]
D(TBR(-1)) 38.35665 —0.561259 —0.380656 —0.203570
(147.432) (0.10007) (0.37770) (1.34903)
[0.26017] [-5.60869] [-1.00783] [-0.15090]
D(TBR(-2)) 40.87102 —0.210251 —0.382622 —0.232701
(146.478) (0.09942) (0.37525) (1.34030)
[0.27903] [—2.11474] [-1.01963] [-0.17362]
D(LQR(-1)) —20.11324 —0.021162 0.021844 0.056033
(37.9020) (0.02573) (0.09710) (0.34681)
[-0.53066] [-0.82260] [0.22497] [0.16157]
D(LQR(-2)) —22.85686 0.006525 0.031133 0.104535
(37.2871) (0.02531) (0.09552) (0.34118)
[-0.61300] [0.25780] [0.32592] [0.30639]
D(EXR(-1)) 319.5856 0.001760 0.019157 —0.424650
(10.4040) (0.00706) (0.02665) (0.09520)
[30.7176] [0.24918] [0.71874] [—4.46070]
D(EXR(-2)) 132.7066 0.014933 —0.149753 0.638002
(29.8317) (0.02025) (0.07642) (0.27296)
[4.44852] [0.73749] [-1.95949] [2.33731]
C —401.4474 0.206492 0.398258 2.063144
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Cointegrating Eq: CointEql
(138.532) (0.09403) (0.35490) (1.26759)
[—2.89787] [2.19605] [1.12217] [1.62761]
R-squared 0.921381 0.239291 0.097537 0.242732
Adj. R-squared 0.914768 0.175306 0.021629 0.179037
F-statistic 139.3325 3.739801 1.284933 3.810822

Source: Extract from Eviews 11.0.
Notes: Standard ervors ave in ()and t-statistics ave in [].

Table 9.
Estimated VEC model 2.

exchange rate volatility in the short run. The results lead to the acceptance of null
hypothesis that the treasury bills rate and the liquidity ratio have no significant
nexus with the volatility in the exchange rate in the, but the impact of exchange rate
on exchange rate volatility is significant in the short run, thus rejection of the null
hypothesis concerning this nexus.

4.1.4 Impulse response functions

The results of the Impulse Response Functions (IRFs) of the first VEC model in
graphical form are reported in the Figure 1.

The impulse response function of exchange rate volatility in the VEC model to a
shock in itself shows that exchange rate volatility reacted positively to its innova-
tions all through the five months of forecast. Similarly, it responded positively to
innovations in monetary policy rate throughout the five months of forecast. How-
ever, exchange rate volatility responded negatively to a shock in money supply all
through the five months of forecast.

Response to Cholesky One $.0. (d.f. adjusted) Innovations
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Figure 1.
Impulse response functions. Source: Results extract from E-views 11.0
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Variance Decomposition using Cholesky (d.f. adjusted) Factors
Percent EXRV variance due to EXRV Percent EXRV variance due to MPR Percent EXRV variance due to M5
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Figure 2.
Forecast error decomposition functions. Source: Results extract from E-views 11.0.

4.1.5 Forecast error variance decomposition functions

The estimation of a VAR model firstly requires the explicit choice of lag length in
the equations of the model. In this study, graphs of the forecast error variance
decomposition functions are presented in Figure 2.

As shown in Figure 2, it can be observed from the variance decomposition of
exchange rate volatility that own shocks contributed most [100%)] to its variations in
the first month of forecast but declined marginally to 91% in the fifth month of
forecast. The proportions of variations in exchange rate volatility, due to shocks in
monetary policy rate and money supply, are minimal throughout the five months of
forecast. The two variables accounted for less than 6% in the entire periods of forecast.
Hence, the variance decomposition of exchange rate volatility shows that own shocks
predominantly determined variations in its variations throughout the months of fore-
cast. Monetary policy rate and money supply accounted for less than an average of 6%
variations in exchange rate volatility all through the five months of forecast. The
proportions of variations in exchange rate volatility due to money supply shocks are
marginally higher than those of monetary policy rate during the periods.

4.1.6 Impulse response functions

The results of the Impulse Response Functions (IRFs) of the second VEC model
in graphical form are reported in the Figure 3.

The impulse response function of exchange rate volatility in the VEC model
to a shock in itself shows that exchange rate volatility reacted positively to its
innovations all through the five months of forecast. However, it responded
negatively to innovations in treasury bill rate throughout the 5 months of forecast.
With respect to a shock in liquidity ratio, exchange rate volatility responded
positively all through the 5 months of forecast. Similarly, exchange rate
volatility responded positively to shocks in exchange rate within the 5 months of
forecast.
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Response to Cholesky One 5.D. {d.f. adjusted) Innovations
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Figure 3.
Impulse response functions. Source: Results extract from E-views 11.0.

4.1.7 Forecast error variance decomposition functions

The graphs of the forecast error variance decomposition functions are presented
in Figure 4.

As shown in Figure 4, it can be observed from the variance decomposition of
exchange rate volatility that own shocks contributed most [100%] to its variations
in the first month of forecast but declined drastically in the other months. The
proportions of variations in exchange rate volatility, due to shocks in treasury bill

Variance Decomposition using Cholesky (d.f. adjusted) Factors
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Figure 4.
Forecast ervor decomposition functions. Source: Results extract from E-views 11.0.
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rate and liquidity ratio, are minimal throughout the 5 months of forecast. As
revealed in the top panel of Figure 4, the variance decomposition function for
exchange rate volatility due to own shock (top left corner) is the transpose of that
due to exchange rate shock (top right corner). Thus, the percent exchange rate
volatility variance due to a shock in exchange rate is minimum [0%] in the first
month of forecast. However, in all other months of forecast, it rose drastically to an
average of 90% ranging between 86% and 91%. To this end, the variance decom-
position of exchange rate volatility shows that own shocks predominantly deter-
mined variations in the first month of forecast while exchange rate mainly
accounted for volatility in exchange rate in the other periods. Treasury bill rate and
liquidity ratio accounted for less than an average of 3% all through the five months
of forecast.

5. Summary

The first model shows that the monetary policy rate did not have a significant
relationship with volatility in the exchange rate not even with a two-month lagged
period, but the money supply had a negative and significant short run nexus with the
volatility in the exchange rate. Though, the monetary policy rate was not significant;
yet the impulse response functions exchange rate volatility responded negatively to
innovation in the MPR from what is revealed by Figure 1. The forecast error decom-
position reveals that own shocks account for 100% of variation in the first month
falling to only 91% in the fifth month; there were minimal variations for monetary
policy rate and money supply for five months. The two variations account for less
than 6% in the entire forecast period. Though, MS was marginally higher than MPR.

In the second model, the Treasury bill rate’s two lagged values were not signifi-
cant in the short run. The liquidity ratio’s two lagged values of the liquidity ratio
nexus with the volatility of the exchange rate were not significant in the short run.
Exchange rate volatility responded negatively to innovations in Treasury bill rate
throughout the 5 months of forecast. But a shock to liquidity ratio and exchange rate
volatility responded positively all through the five months of forecasting exchange
rate volatility and responded positively to shocks in exchange rate within the
months of the forecast as shown in Figure 3. Shocks predominately determine
variations in its variations, in the first month of forecast, while exchange rate and
liquidity ratio accounted for less than average of 3% all through the five months of
forecast as in Figure 4.

6. Conclusion

In the long run, monetary policy instruments tend to have significant long run
nexus with the volatility in the exchange rate; yet looking at the critical short-run
dynamics, we find that only the exchange rate and money supply that have signif-
icant short-run impact on volatility in the exchange rate. The nexus for money
supply is negative as in a priori expectation; yet exchange rate had a negative but
significant impact on the volatility in the exchange rate.

The study seems to justify the CBN’s managed float exchange rate regime a well
as reliance on monetary targeting as this tends to stabilize the volatility in the
exchange rate, due to its inflationary impact (volatility in the exchange rate). The
Mundell-Fleming trilemma never envisaged the existence of managed float
exchange rate regime, and this has produced and unexpected reality as it exists in
Nigeria. The impact on deposit money banks as a result of an unmitigated fall in the
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rate of exchange and the attendant inflationary spiral is something that should be of
serious concern to the CBN and other regulatory institution. Inflation and exchange
depreciation will impact negatively on the assets of DMBs and the ability of stable
and useful global players; hence the ability of the CBN’s managed float exchange
rate regime to mitigate such volatility happens to be a great relief.

6.1 Recommendation

The fact that money supply and the exchange rate are dominant sources that
introduce volatility in the exchange rate makes these instruments very important to
Nigeria’s monetary authority. The CBN should focus on this important nexus as the
current experience of dwindling revenues from crude oil exports diminishes the

possibility of other instruments of stability geared toward curtail instability that
flows from instability due to exchange rate volatility.
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Chapter 12

Exchange Rate Volatility and
Macroeconomic Performance
in Nigeria

Kehinde Mary Bello, David Oluseun Olayungbo

and Benjamin Ayodele Folorunso

Abstract

The study examined the asymmetric relationship between exchange rate
volatility and macroeconomic performance in Nigeria covering the period between
1986Q1 and 2019Q4. The Non-linear Generalised Autoregressive Distributive
Conditional Heteroscedasticity (GARCH) model was employed. The study was
motivated as a result of periodic increase in exchange rate of naira to a dollar and
instability of macroeconomic variables in the economy. The presence of
Autoregressive Distributive Conditional Heteroscedasticity (ARCH) effect
established the use of non-linear GARCH models which showed that volatility was
persistent over the period of study. Consequently, the result revealed that exchange
rate volatility exhibited a positive relationship with trade balance, industrial output
and inflation in the study period. Thus, good news prevailed more over bad news in
the foreign exchange market. The study therefore recommended that monetary
authorities in Nigeria should regulate exchange rate and macroeconomic variables
in order to control the general price level in the economy.

Keywords: Exchange rate volatility, non-linear GARCH, trade balance, industrial
output, inflation, Nigeria

1. Introduction

The obligation of every responsible government is to ensure a balance among the
different macroeconomic indicators which reveals the health of the economy.
However, the major macroeconomic goal of a country is to achieve rapid growth.
But persistent volatile exchange rate is a current impediment for successful macro-
economic policies [1] in any country. Consequently, the monetary authority (Cen-
tral Bank of Nigeria) has engaged in different exchange rate adjustment policies in
attaining macroeconomic objective of price stability. Still, all have proved abortive
as greater flexibility in exchange rate is more important to attain equilibrium level
and curtail shocks associated with transition from one regime to another. Though,
the major objective of exchange rate policy in accordance to [2] is to regulate the
domestic currency towards maintaining favourable financial balances and overall
macroeconomic stability in order to attain sustainable growth. Subsequently, effort
has been made over the years to achieve this objective via adoption of several policy
options in foreign exchange market, specifically adoption of Structural Adjustment
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Programmes (SAP) by developing countries which was initiated by World Bank
and International Monetary Fund in 1986. This eventually resulted to instabilities in
exchange rates and aggravated inflationary problems.

The [3] clarified the assertion that instabilities in macroeconomic variables can-
not increase output, it could harm the economy wherein firms cannot perform
effectively in incidence of high inflation. This indicates that the economy cannot
grow unless the macroeconomic environment is stabilised. However, since the
economy cannot exist in isolation, balance of trade with other countries is another
important factor for macroeconomic performance. International trade is said to be
sensitive to macroeconomic changes, in that if openness is positively related to
growth, inflation which distorts the price of goods ought to be seriously monitored.
However, it has been acknowledged that the breakdown of Bretton Woods system
in 1973 rendered exchange rate of many countries unstable overtime. This has
increased motivation in predicting exchange rate basically because it is an impor-
tant price that links the world and domestic market for goods and assets. It as well
designates competitiveness of a country’s exchange rate with the global market. Its
uncontrollable cases have brought about currency crisis in the financial market in
terms of output and investment which disrupt macroeconomic performance in
Nigeria.

Nevertheless, it is appropriate to examine the interaction that exist among
volatility of exchange rate and macroeconomic variables (trade balance, industrial
output and inflation) due to the role they play in the overall development of the
economy. The three macroeconomic variables are selected because of their sensi-
tivity to exchange rate and their determinant of the general price level in the
economy. In relation to trade, it could result to trade surplus or trade deficit
therefore distorting trade balance [4]. When trade deficit arises, government might
find it difficult to finance the deficit which pose a challenge to the economy. In
terms of surplus, it inhibits consequences for government revenue and foreign
reserves by upsetting the flow of imports and exports [5]. However, inflation has
been acknowledged as the major cause of macroeconomic instability [6]. It was
observed that whenever there is an increase in inflation, volatility in exchange rate
rises but reverses in periods of relative stability. This implies that increase in
exchange rate leads to higher inflation, therefore, variations in exchange rate influ-
ences inflation which might prevail for a long time in the economy [7]. Lastly, in
relation to output, exchange rate volatility can initiate uncertainty among profit
maximisation traders, and thus deteriorates trade balance and alter economic
growth [8].

In respect to various empirical studies: [9-11], it is inappropriate to liberalise
trade in the periods of macroeconomic instabilities especially inflation and
exchange rate volatility. In this regards, macroeconomic policies will destruct and
bring about loss of consumers’ and investors’ confidence and in turn impairs trade
in such country. In Nigeria, financial authorities have played an essential role in
implementing trade policies and different strategies to regulate important macro-
economic variable that relates to exchange rate. Unfortunately, it has witnessed
several economic adversities which have all proved to no avail as the major problem
is that Nigerian economy is still an import dependent country. Exchange rate which
is the most important variable is still on the increase periodically and this is
detrimental to macroeconomic performance.

The main objective of this study is to examine the asymmetric relationship
between exchange rate volatility and macroeconomic variables in Nigeria. To
accomplish this, the article is structured as follows: the next section reviews empir-
ical literature, followed by theoretical review and methodology. Afterwards, the
article dwells on data interpretation and then conclusion.
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2. Literature review

Macroeconomist in developed and developing countries have emphasised the
impact of exchange rate volatility on macroeconomic performance. In developed
countries, using ARCH and GARCH models, [12] examine the link between
exchange rate volatility and trade. The result disclosed that bilateral exchange rate
volatility lowered trade between countries but displayed positive contribution to
trade. Also, asymmetric effect was found between trade-depressing effect and trade
promoting effect which are larger for external volatility and swings in volatility.
[13] estimated the effect of exchange rate volatility on trade between 1999 and
2009. It was found that upsurge in real exchange rate volatility exhibited negative
impact on import and export in the long-run. [14] examined the relationship
between exchange rate and inflation in UK and Turkey from 2005 to 2014. The
result revealed that purchasing power parity does not occur in Turkey and this
might be due to some related factors.

In developing countries, employing the ARCH and GARCH models, [15] exam-
ined the effect of exchange rate volatility on macroeconomic performance in Sudan.
GARCH technique and two stage Least Square Methods with data series from 1979
to 2009 showed that Real Effective Exchange Rate (REER) volatility exhibited
harmful effects on flow of Foreign Direct Investment (FDI) and economic growth.
[16] estimated the direct effect of real exchange rate volatility on trade balance in
Iran between 1993 and 2011. Result showed that REER had no significant effect on
trade balance and trade balance is not affected by export but import. [17] used
annual data from periods between 1980 and 2013 to examine the effects and cause
of volatility of exchange rate on growth in Ghana. It was established that extreme
volatility is dangerous for economic growth. However, decomposition of shocks to
exchange rate indicated that three quarter of exchange rate volatility is self-driven.
Considering sub-Saharan countries (SSA), [18] investigated the impact of exchange
rate volatility on trade applying data spanning from 1993 to 2014. The result found
no effect on import when pooled mean group estimators and GARCH model was
used. However, negative effect of exchange rate volatility on export transpired in
short-run while positive effect occurred in long- run. Considering seven (7) devel-
oping countries, [19] investigated effect of exchange rate volatility on FDI and trade
along “One Belt and One Road”. Panel data series from 1995 to 2016 in addition to
techniques of Threshold Autoregressive Conditional Heteroskedasticity (TGARCH)
was used. Result showed that exchange rate volatility affected FDI and trade in
OBOR related countries.

In Nigeria, [20] reported the presence of overshooting volatility shocks while
investigating consistency, severity and persistency of exchange rate volatility from
1986 to 2008. [21] focused on monthly data from 2000 to 2015 in examining impact
of exchange rate volatility on trade balance in Nigeria, a long run relationship was
found between exchange rate volatility and trade. [22] investigated the impact of
exchange rate volatility and the role exchange rate policy plays in Nigerian econ-
omy. Data spanning from 1996 to 2017 showed causal relationship between GDP
growth and exchange rate volatility are inversely related but a bidirectional rela-
tionship occurred between RGDP and exchange rate. [23] investigated relationship
between exchange rate volatility and inflation. Quarterly data ranging from
1970Q1-2014Q4 was employed. Result showed there was no causal relationship
between real exchange rate and inflation.

[24] examined the interaction among exchange rate volatility, interest rate and
exchange rate pass-through in Nigeria. Monthly time series spanning from 1970 to
2008 was used. The result showed there exist positive relationship among the vari-
ables in long run but negative nexus existed between inflation and exchange rate
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volatility in short-run. [25] examined exchange rate volatility and sectorial export
oil and non-export sectors in Nigeria using annual data from 1980 to 2011. GARCH
techniques was employed to measure volatility of exchange rate while Seemingly
Unrelated Regression was used to estimate coefficient of two-system equation. The
result suggested exchange rate was unpredictable whereas the SUR model showed
existence of negative relationship between export performance and exchange rate
volatility of non-oil and oil sector. [26] used ARCH model and extension (GARCH,
Exponential Generalised ARCH (EGARGH) and Threshold (TGARCH)) to examine
effect of exchange rate volatility on export of non-oil in Nigeria. Quarterly data
spanning from 1986Q1-2014Q4 was used in conjunction with ECM technique. The
result confirmed presence of exchange rate volatility and existence of negative
impact on non-oil export.

In view of the empirical literature above, the gap identified is the issue of
measurement of exchange rate volatility. Several methods have been
employed in measuring volatility: moving average, ARCH and GARCH models. [21]
are of the opinion that GARCH is the right model for modelling volatility in
Nigeria. But because the measurement of volatility is of great importance to
macroeconomic performance, there is need to employ non-linear GARCH
model due to its advantages of positive variance irrespective of estimated
parameters and its asymmetric effects on innovations [27]. Furthermore,
according to [28], asymmetric GARCH have revealed better results than simple
GARCH models.

3. Theoretical review and methodology

The study is based on Mundell-Fleming model (MFM) developed by [29, 30].
The model is based on the extension of IS-LM model. The traditional IS-LM model
describes an economy under autarky (i.e., closed economy) but MFM describes an
open economy. It designates the relationship between output (short run), nominal
exchange rate and interest rate in an economy. Thus, Mundell-Fleming model is
adopted in this study since Nigeria is attributed to an open economy. In that,
Nigeria is small to influence the world market in terms of world prices and interest
rate and then assumed to have a perfect capital mobility.

3.1 Model specification

The overall model to capture the broad objective of the study which is to
examine the asymmetric relationship between exchange rate volatility and
macroeconomic variables in Nigeria is stated in the equation below:

Y, = f(ERV}) (1)

where ‘Y’ is output and ‘ERV’ is exchange rate volatility.

The macroeconomic theory in relation to Mundell-Fleming framework implies
that income, interest rate, exchange rate, price, net export and similar variables can
be implicitly related.

Y, =f(ERV,,Z) (2)
where ‘Y, is output, ‘ERV,’ is exchange rate volatility; Z; is vector of macroeco-

nomic variables.
The explicit equation of the above is presented below as:
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Y =f(i,e, P, NX) 3)

where ‘i’ is interest rate, ‘e’ is exchange rate, ‘P’ is price and ‘NX’ is Net Export.

Also, macroeconomic theory behind the Mundell-Fleming framework makes us
believe that income, interest rate, exchange rate, price, net export variables can be
implicitly related as follows:

The Mundell-Fleming Model

Y = C(Y —(Y)),r — E(x) + I(r — E(z), Ys-1) + G+ NX(e, Y, Y*) (4)

where Y, = Output; C; = Consumption; I; = Investment; R, = Interest rate;
in; = Inflation rate; G, = Government spending; TB; = Trade balance;
E, = Exchange rate.

Therefore, the model formation of this study is illustrated below as:

Y = f(i,R, E, NX) (5)

where 1’ is inflation rate; ‘R’ is interest rate; ‘E’ is Exchange Rate and NX is ‘Net
Export’.

3.2 Estimation of heteroskedasticity using non-linear GARCH model

The confirmation of the presence of ARCH in the model as presented in Table 1
enabled the study to proceed to non-linear GARCH. The ARCH model comprises of
two parts: the mean equation and the variance equation as proposed by [31]. The
mean equation can be mathematically specified as:

Y, =a+ X, +u (6)

where Y, is the vector of variables; a represents the constant term. f' is the
vector of unknown parameter; X, represents the vector of unknown variable; then
U, is the random error term.

The variance equation is presented as:

q
he =yo+ Z Vik; @)

i=1

ARCH model is majorly a moving average (MA) and the variance is mainly
responding to errors. It does not capture the autoregressive (AR) part of the model. This
prompted the use of more comprehensive models like GARCH propounded by [32].

Consequently, the GARCH model also lack some important features. It cannot
explain the effect of events and news which exhibit asymmetric effect on exchange
rates. However, investors react in different ways to incidence of good and bad news in
the financial market, wherein bad news leads to higher volatility. But the non-linear

F-Statistics 9.9019 Prob. F (1,133) 0.0020
Obs*R-squared 9.3544 Prob. Chi-Square (1) 0.0022
Scaled explained SS 276.1406 Prob. Chi-Square (1) 0.0000

Source: Authors computation 2021.

Table 1.
ARCH test.
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GARCH (EGARCH) model is proficient in capturing events, news and incidence that
lead to asymmetric impact and this gives preference to use EGARCH which is
believed to be superior in accounting for asymmetric and non-linear effects [33].

The aim of achieving a robust result resulted in the consideration of EGARCH
model for this study. To begin with, exchange rate returns was generated through
the log of difference of exchange rate which is mathematically specified as:

dlog (EXR, — EXR;_1) (8)

The EGARCH model as propounded by Nelson (1991) is specified in a general
form as:

q
log () _y0+2ﬂ, \//l;T Z \/H;T’Z—FZallog (h1)  (9)

i=1

where y, is constant term, f; is a measure of ARCH effect, y, is the leverage
effect, a; is the GARCH effect, positive value of y,_; with total effect as (1+ y;)|u,_;
denotes good news, negative value of y,_; with total effect as (1 — y;)|u,_; denotes
bad news. In this case, good news is assumed to have a greater effect on volatility
compared to bad news. There is asymmetry if y; # 0 and symmetry when y; = 0.

3.3 Source of data and variable selection

This research employed secondary (quarterly) data spanning from 1986Q1-
2019Q4. The data was sourced from CBN Statistical Bulletin (2018; 2019; 2020) and
International Financial Statistics (2019) editions. The macroeconomic variables
used in the study are trade balance, industrial output and inflation while interest
rate was used as control variable in the model.

4. Data interpretation

The descriptive statistics is made up of statistical distribution of a total of 136
observation presented in Table 2. The result showed that almost all the variables
demonstrated significant level of consistency within the minimum and maximum
values. The closeness of the mean and median indicates the variables have a normal
distribution. It was discovered that the mean and the median values are positive Also,
the mean and the median falls within the maximum value. This suggest that the
individual values are normally distributed. The large difference between the maxi-
mum and minimum exchange rate indicates the high volatile nature of exchange rate.
The standard deviation which measures the amount of dispersion of a variable
revealed that the standard deviation of the variables reported were very low except
for trade balance and interest rate which are greater than two. This revealed that the
values of the variables clustered around their average with little or no variability. For
a normal distribution, the skewness is zero while positive and negative skewness
indicates distribution with right and left tail respectively. The standard deviation,
skewness and kurtosis greater than zero indicates that the distribution is not normally
distributed. The positive skewness of exchange rate returns, industrial output and
interest rate implies their distributions are skewed to the right. Then, the negative
skewness of exchange rate, trade balance and inflation indicate their distribution are
skewed to the left. Negative skewness denotes a tail towards the left side of the
distribution while positive skewness signifies a tail towards the right side of the
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Variables NER RNER TDB IDP INF INR

Mean 3.6888 0.0064 10.3603 11.4508 3.3763 11.9218
Median 4.4165 0.0012 10.9364 11.1563 3.7163 11.5400
Maximum 5.1945 3.6477 13.4853 15.0223 5.6339 25.9300
Minimum —0. 3567 —1.4628 1.7574 9.8521 —0.0619 4.6000
Std. Dev. 1.4173 0.3781 2.4548 1.3104 1.6539 3.9657
Skewness —1.1526 5.9230 —0.6673 1.0456 —0.6659 0.8533
Kurtosis 3.2353 68.1764 2.7179 3.6343 2.2620 3.9657
Jarque-Bera 30.4238 2468.11 10.5427 27.0588 13.1386 21.5339
Probability 0.0000 0.0000 0.0051 0.0000 0.0014 0.0000
Observations 136 136 136 136 136 136

Note: NER is exchange rate; RNER is the returns of exchange rate, TDB is trade balance; IDP is industrial output; INF
is inflation, INR is interest rate.
Source: Authors computation 2021.

Table 2.
Descriptive statistics.

distribution. Lastly, the Jarque-Bera statistics which is used to test the normality in
the distribution of the series. The result indicated that the probability of J-B is or less
than 0.05. Therefore, the null hypothesis of normal distribution is rejected and the
alternative hypothesis that the variables have a non-normal distribution is accepted.
The implication of the non-normality of trade balance and inflation verified their
responses to the volatile nature of exchange rate movement in Nigeria.

The result of the unit root test presented in Table 3 was to verify the stationarity
properties of the variables. The Augmented Dickey Fuller (ADF) and Phillips Peron
(PP) test was used to determine the order of integration of the variables. The result
revealed that exchange rate returns (RNER) and trade balance (TDB) are stationary
at levels, i.e., I (0) while NER (exchange rate), industrial output (IDP), inflation
(INF) and interest rate (INR) are stationary at first difference, i.e., I (1), hence the
variables are integrated at levels and order one i.e., mixture of I (0) and I (1).

Variables Levels First difference
Intercept + trend Intercept + trend
ADF PP STATUS ADF PP STATUS

NER —3.6811* —3.2571* — ~115112°  —11.6093*"* 1(1)
RNER —11.5112***  —11.6093*** 1(0) — —

TDB —5.7023*** —5.6849*** 1(0) — —

IDP —1.6265 —1.6846 — —12.7396**  —12.7625*** I(1)
INF —2.3329 —1.3505 — —3.8607** —7.4348*** I(1)
INR —4.5889*** —3.4472* — —8.1564*** —7.6674*** I1(1)

Note: ™, **, * at 1%, 5% and 10% respectively.
Source: Authors computation 2021.

Table 3.
Unit root test.
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4.1 Preliminary test

In order to verify the presence of heteroscedasticity in the model, ARCH test
was carried out using Breush-Pagan-Godfrey method. Therein, the evidence of
ARCH effect enables the study to proceed to estimating non-linear GARCH model.
The ARCH effect result is presented in Table 1 while Figure 1 shows the evidence
of volatility clustering. Therein, the null hypothesis states that there is no presence
of heteroscedasticity in the return series. But since the probability is 1%, the null
hypothesis is rejected while the alternative hypothesis of presence of ARCH effect is
accepted.

4.2 Non-linear GARCH results

The result of EGARCH (1,1) model for dependent variable trade balance is
presented in Table 4. The normal distribution analysis reveals that the effect of
exchange rate volatility on trade balance is negative at —0.013%. The ARCH result
is 1.32% at a significance level of 1%, this showed a positive relationship between
exchange rate volatility and trade balance. The leverage term is —0.045% which is
significant at 1%. The negative leverage term implied that bad news prevails over
good news in the foreign exchange market. Likewise, the GARCH result at 0.81%
indicate that present volatility positively predicts future volatility at 1% level of
significance. The result of student-t distribution shows the marginal effect of
exchange rate volatility on trade balance is —0.02%. The result of ARCH is 1.32% at
1% significance which indicates a positive relationship between exchange rate vol-
atility and trade balance. The leverage term at 0.07% was significant at 1%. The
positive leverage effect implies that good news prevails over bad news in the foreign
exchange market. Also, the GARCH term was 0.81% which indicates that present
volatility positively predicts the future volatility at 1% level of significance. Lastly,
the generalised error distribution result show that the marginal effect of exchange
rate volatility on trade balance is —0.04%. The outcome of the ARCH result is 1.29%
and this implies a positive relationship between exchange rate volatility and trade
balance. The leverage effect is at 0.183% and it show that goods news prevails over
bad news in the foreign exchange market. The GARCH term is 0.80% and this
implies that present volatility predicts the future volatility at 1% significance level.
Nevertheless, the best model for the distribution is the generalised error distribu-
tion with minimum variance of Schwarz Criterion value at 3.5145 and log likelihood
value of —212.7013.

DLEXR
0.4

P E————

Figure 1.
Graphical vepresentation of veturns of exchange vate in Nigeria. Source: Authors computation (2021).
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EGARCH (1,1)

Normal Distribution

Mean Equation

Variables Coefficient Std. error z-Statistics Prob.
RNER —0.0133 0,3492 —0.0380 0.9697
Constant 14.7341 1.0363 14.2186 0.0000***
Variance Equation

Variables Coefficient Std. error z-Statistics Prob.
Constant —0.9879 0.2023 —4.8832 0.0000****
Residual Square 1.3196 0.2863 4.6084 0.0000***
Leverage Term —0.0453 0.1661 0.2809 0.7787
GARCH (-1) 0.8133 0.1125 7.2273 0.0000***
Log Likelihood —210.7896

Schwarz Criterion 3.4498

Student.t Distribution

Mean Equation

Variables Coefficient Std. error z-Statistics Prob.
RNER —0.0203 0.6953 —0.0292 0.9767
Constant 14.3965 1.0252 14.0427 0.0000***
Variance Equation

Variables Coefficient Std. error z-Statistics Prob.
Constant -0.9671 0.2068 —4.6753 0.0000***
Residual Square 1.3157 0.3035 4.3346 0.0000***
Leverage Term 0.0725 0.1764 0.4107 0.6813
GARCH (-1) 0.8131 0.1201 6.7663 0.0000***
Log Likelihood —211.0528

Schwarz Criterion 3.3623

Generalized Error Distribution

Mean Equation

Variables Coefficient Std. error z-Statistics Prob.
RNER —0.0442 0.4357 —0.1016 0.9191
Constant 12.1887 1.0669 11.4235 0.0000***
Variance Equation

Variables Coefficient Std. error z-Statistics Prob.
Constant —0.8419 0.2173 —3.8739 0.0001***
Residual Square 1.2879 0.4043 3.1854 0.0014***
Leverage Term 0.1832 0.2348 0.7800 0.4354
GARCH (-1) 0.7955 0.1201 6.6217 0.0000***
Log Likelihood —212.7013

Schwarz Criterion 3.5145

R KK
>

and * vepresent 1%, 5% and 10% respectively.
Source: Authors computation 2021.

Table 4.
EGARCH (1,1) result for dependent variable trade balance.
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EGARCH (1,1)

Normal Distribution

Mean Equation

Variables Coefficient Std. error z-Statistics Prob.
RNER 0.0441 0.0319 1.3777 0.1683
Constant 10.0803 0.0522 193.0716 0.0000***
Variance Equation

Variables Coefficient Std. error z-Statistics Prob.
Constant —0.8958 0.3099 —2.8902 0.0038***
Residual Square 0.9260 0.3001 3.0862 0.0020***
Leverage Term 0.0955 0.0996 0.9586 0.3378***
GARCH (-1) 0.9371 0.0546 17.1738 0.0000***
Log Likelihood —12.3675

Schwarz Criterion 0.5502

Student.t Distribution

Mean Equation

Variables Coefficient Std. error z-Statistics Prob.
RNER 0.0439 0.0307 1.4310 0.1524*
Constant 10.0771 0.0508 198.4041 0.0000***
Variance Equation

Variables Coefficient Std. error z-Statistics Prob.
Constant —0.8767 0.3143 —2.7895 0.0053***
Residual Square 0.9198 0.3079 2.9866 0.0028***
Leverage Term 0.0843 0.1404 0.6007 0.5480
GARCH (-1) 0.9406 0.0549 17.1186 0.0000***
Log Likelihood —12.2295

Schwarz Criterion 0.5445

Generalized Error Distribution

Mean Equation

Variables Coefficient Std. error z-Statistics Prob.
RNER 0.0437 0.0368 1.1870 0.2352
Constant 10.0819 0.0559 180.3712 0.0000***
Variance Equation

Variables Coefficient Std. error z-Statistics Prob.
Constant —0.9242 0.2920 —3.1645 0.0016***
Residual Square 0.9360 0.2763 3.3878 0.0007***
Leverage Term 0.0913 0.1163 0.7851 0.4324
GARCH (-1) 0.9332 0.0496 18.8167 0.0000***
Log Likelihood —11.6548

Schwarz Criterion 0.5360

R Kk
>

Source: Authors computation 2021.

and * vepresent 1%, 5% and 10% respectively.

Table 5.

EGARCH (1,1) result for industrial dependent variable output.
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EGARCH (1,1)

Normal Distribution

Mean Equation

Variables Coefficient Std. error z-Statistics Prob.
RNER —0.03225 0.0961 —0.3385 0.7350
Constant —6.3262 0.2901 —21.8100 0.0000***
Variance Equation
Variables Coefficient Std. error z-Statistics Prob.
Constant —1.3526 0.2710 —4.9908 0.0000***
Residual Square 1.0013 0.2123 4.7158 0.0000***
Leverage Term —0.4518 0.1698 —2.6609 0.0078***
GARCH (-1) 0.7986 0.0862 9.2690 0.0000***
Log Likelihood —83.9817
Schwarz Criterion 1.7712
Student.t Distribution
Mean Equation
Variables Coefficient Std. error z-Statistics Prob.
RNER —0.0326 0.0880 00.3705 0.7110
Constant —6.5065 0.3386 —19.2155 0.0000***
Variance Equation
Variables Coefficient Std. error z-Statistics Prob.
Constant —1.3407 0.3640 —3.6829 0.0002***
Residual Square 1.0066 0.2210 4.5536 0.0000***
Leverage Term —0.4374 0.2089 —2.0936 0.0363"**
GARCH (-1) 0.8074 0.0936 8.6283 0.0000***
Log Likelihood —83.9067
Schwarz Criterion 1.6064
Generalized Error Distribution
Mean Equation
Variables Coefficient Std. error z-Statistics Prob.
RNER —0.0335 0.1022 -0.3277 0.7431
Constant —6.3774 0.3362 —18.9700 0.0000***
Variance Equation
Variables Coefficient Std. error z-Statistics Prob.
Constant —1.3899 0.3633 —3.8261 0.0001***
Residual Square 0.9907 0.2116 4.6808 0.0000***
Leverage Term —0.4797 0.1884 —2.5469 0.0109***
GARCH (-1) 0.7888 0.0865 9.1151 0.0000***
Log Likelihood —83.8706
Schwarz Criterion 1.6059

5, and * vepresent 1%, 5% and 10% respectively.

Source: Authors computation 2021.

Table 6.

EGARCH (1,1) result for dependent variable inflation.
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The result of EGARCH (1,1) for dependent variable industrial output is
presented in Table 5. The outcome of the normal distribution show that the effect
of exchange rate volatility on industrial output is positive at 0.04%. The leverage
term is 0.95% which indicates that good news prevails over bad news in the foreign
exchange rate market. The positive outcome of ARCH is at 0.93% with a significant
level of 1%, this shows the existence of a positive relationship between exchange
rate volatility and industrial output. The GARCH result is 0.94% at 1% significance
level and this indicates that present volatility positively predicts the future volatility
at 1% level of significance. The student-t distribution result reveal that the marginal
effect of exchange rate volatility on industrial output is 0.04% at 10% significance
level. This indicate that exchange rate volatility exhibits a positive relationship with
industrial output in Nigeria. The leverage effect is 0.08% which indicate goods news
prevails over bed news in the foreign exchange market. The ARCH result of 0.08%
infer that present volatility positively predicts the future volatility at 1% signifi-
cance level. Moreover, the GARCH term at 0.94% infer that present volatility
positively predicts the future volatility at 1% significance. The result of generalised
error distribution showed that the effect of exchange rate volatility on industrial
output is 0.04%. This designates a positive relationship between exchange rate
volatility and industrial output in Nigeria. The leverage term at 0.09% indicate that
good news prevails over bad news in foreign exchange market. In reporting the
GARCH term at 0.93%, this infers that present volatility predicts future volatility at
1% significance. In relating the distributions in terms of goodness of fit, normal
distribution is the best model to be considered with a minimum variance value of
SC at 0.5102 and the log likelihood maximum value at —12.3675.

The EGARCH (1,1) result for dependent variable inflation is presented in
Table 6. The normal distribution show that the effect of exchange rate volatility on
inflation is negative at —0.03%. The ARCH result at 1.0% with a significant level at
1% infer that exchange rate volatility and inflation are positively related. The lever-
age term is —0.45% and indicates that bad news prevails over good news in the
foreign exchange rate market. However, the GARCH effect is 0.79% which indi-
cates that the present volatility predicts the future volatility at 1% significance level.
The student-t result revealed that the marginal effect of exchange rate volatility on
inflation is negative at —0.03%. The ARCH result is 1.01% and significant at 1%
level indicate the existence of a positive relationship between exchange rate volatil-
ity and inflation. The leverage effect at —0.44% infer that bad news prevails over
good news in the foreign exchange market. The GARCH term at 0.81% revealing
that present volatility predicts the future volatility at 1% level of significance.
Lastly, the generalised error distribution result showed that the marginal effect of
exchange rate volatility on inflation is negative at —0.03%. The ARCH effect at
0.99% deduce there is a positive relationship between exchange rate volatility and
inflation at 1% significant level. The leverage term at 0—0.48% indicate that bad
news prevails over good news in the foreign exchange market. Then the GARCH
result at 0.79% indicate that present volatility predicts future volatility at 1% level
of significance. In choosing the best model for goodness of fit with minimum
variance, the normal distribution with log likelihood value of 83.9817 and minimum
variance of 1.7712 is selected.

5. Conclusion and policy implication
The study examined the asymmetric relationship between exchange rate vola-

tility and macroeconomic performance in Nigeria through the period between
1986Q1 and 2019Q4 using the non-linear GARCH model. In order to employ the
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non-linear GARCH model (EGARCH), ARCH effect was verified to confirm the
presence of heteroscedasticity. The preliminary test such as unit root test and ARCH
test to verify the presence of heteroscedasticity revealed the evidence of volatility
clustering. The outcome of the analysis revealed that volatility movement was very
high and persistent over the period of study. Exchange rate volatility exhibited a
positive relationship with trade balance and industrial output but a negative rela-
tionship with inflation. The leverage effect of exchange rate volatility on trade
balance and industrial output indicated the prevalence of good news over bad news.
But contrary to the aforementioned, the leverage effect of exchange rate volatility
on inflation revealed the prevalence of bad news over good news in the foreign
exchange market. On the other hand, the present volatility predicts the future
volatility for all the variables. Also, the non-linear GARCH model confirmed that
the normal distribution is the best model for traders in the financial market. The
implication of the findings imply that exchange rate volatility is an important factor
in the macroeconomic performance of the Nigerian economy. It is therefore
recommended that government should procure a stable economy through the
monetary authorities (CBN) by implementing policies to control and regulate
exchange rate and macroeconomic variables in order to control the general price
level. Also, investors and financial analyst should consider exchange rate volatility
in predicting macroeconomic performance in the future by ensuring stability in the
financial market. Furthermore, even though investors in financial markets are risk
averse, it is recommended that they should be more sensitive to good news rather
than bad news in the events of movement of exchange rate volatility on macroeco-
nomic performance in Nigeria.

Appendix
* The probability density function of normal distribution is represented as:

—e—p?

e 27 (10)

f(x|us0) =

oV 2

¢ Its log likelihood function in GARCH term is:

1 2

_g In(27) — % In(h) — 7 2 (x; — ) (11)

* The probability density function for Student-t distribution is illustrated as:

et
2 (12)

v4+1

Fov) = _-—
Val —2rs 1+ )

* The log likelihood function in GARCH term is depicted as:

log {r (#)} ~1og[r(%)] - % log (%(v — 2))

—%Jz’:[log (h) + (v + 1) log (1 +ﬁ?—2)>] (13)

237



Macroeconomic Analysis for Economic Growth

¢ The probability density function for generalised error distribution is
mathematically represented as:

e_%lx_ﬂl%
,0,k) = 7—/———— 14
f(xlu,0,k) o 1 ) (14)
¢ Its log likelihood function in GARCH term is:
1 1
-3 lx — ul* — (B +1)log (2) — log (k) — log (T') — log (k + 1) (15)
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